
Churn Predition in Motor Vehile LiabilityInsuraneDóra Erd®s, Attila Kiss,Rita Madosai, Jáint SzabóComputer and Automation Researh Institute, MTA SZTAKILágymányosi út 11., Budapest, Hungary, H-1111edori�informatika.ilab.sztaki.hu, kiss�inf.elte.hu,mrita�informatika.ilab.sztaki.hu, szabo.jaint�sztaki.huAbstrat. In this paper we desribe an analysis of ustomer hurn inautomobile third party liability insurane and identify ustomers who aremost likely to hurn in the future. Identifying likely hurners allows ap-propriate steps to be taken to prevent ustomers who are likely to hurnfrom atually hurning. We measure the Segmented Prie Pressure Re-gression (SPPR) whih is implemented as a supplementary module of ourinsurane data analysis toolkit and o�er better lassi�ations improvingthe ROC value by more than 10-15%. For this study we reate a dediateddata mart, run a data mining tool and ompare lassi�ation algorithms.The methodology inludes adopting an appropriate de�nition of hurn,analyzing historial data to identify signi�ant features, preparing datafor data mining, training di�erent predition models, verifying and om-paring the results. The tests tell us that there is a signi�ant statistialdi�erene between Random Subspae and other lassi�ation models.The results show that Random Forest, J48, LogitBoost are also exellentalternatives to other methods in the predition of ustomer hurn in arinsurane.1 IntrodutionCostumers typially purhase produts from insurane ompanies who they per-eive to be o�ering the best produts at the lowest prie. And while ostumersare often loyal to the insurane ompany they are familiar with, they will surelyshift allegiane if they believe they an obtain better produts or a better priesomewhere else. Losing ustomers to ompetitors an signi�antly ut into aompany's revenue. Taking ative steps to prevent ustomer "hurn" is a highpriority for many businesses. [1�7℄For managing this phenomenon, data mining is one of the major tools toinsurane ompanies. Customer information, laim and poliy histories, om-petitors' pries are the most important soures to setting strategies regardingustomer relationship management. The data mining analysis methods relatedto ustomer hurn inlude mostly lassi�ation algorithms.



Compulsory automobile third party liability insurane provides overage fordamages aused by the driver of the vehile to others. Automobile third partyliability insurane is not a voluntary insurane; it is a legally presribed obliga-tion of every owner of a motor vehile. After the insurane has been onluded,during the year it is not allowed to hoose another insurer, also, during theterm of the insurane the ontrat may only be terminated in the ase of lapseof interest (for example, sale of the vehile). The ontrat may be terminatedas of the end of the insurane year (Deember 31). Every ontrating partywho holds an individual vehile third party liability insurane is subjet to thebonus-malus system. "Bonus" means promotion to a higher bonus lass afterthe period of observation, earned by no laims (disount o� the premium), while"malus" means demotion to a lower lass, depending on the number of at-faultloss laims (surharge). When the premiums are determined, always the periodof observation must be taken into aount. As 30 days before the end of the yearall insurers publish their rates and disounts in newspapers and on the Internet,every poliyholder may ompare them and make deision to renew the ontrator hange insurer.Classi�ation is a lassi data mining task, with roots in mahine learning.[8℄ The lassi�ation problem involves data whih is divided into two or moregroups, or lasses. In our example the two lasses are "swithed insurer" and"didn't swith". Classi�ation tasks an be divided into two sorts: supervisedlassi�ation where some external mehanism (suh as human feedbak) pro-vides information on the orret lassi�ation, and unsupervised lassi�ation,where the lassi�ation must be done entirely without referene to external in-formation. A number of lassi�ers have been used to lassify objets. An exampleof these lassi�ers are neural networks, support vetor mahines, deision trees,regression, Bayes lassi�er. In Weka 3.6.0. whih is an open soure olletion ofmahine learning algorithms for data mining tasks, the lassi�ers are groupedinto eight types (Bayes, funtions, lazy, meta, mi, mis, trees, rules). Eah typeof lassi�ers has a number of modi�ations, so Weka 3.6.0 provides 117 lassi�ersaltogether. [9℄SPPR is a speial lassi�er implemented as a supplementary module of ourinsurane data analysis toolkit. It �ts the user requests but after a year use wewanted to know its e�ieny more exatly. Our goal is to update our ompletesoftware and in the seond version we want to implement a better lassi�ationif we �nd one.It is impossible to onstrut a perfet lassi�ation model that would or-retly lassify all examples from any given test set. Therefore we have to hoosea suboptimal lassi�ation model that best suits our needs and works best onour problem domain. There are di�erent quality measures that an be used forsuh lassi�er seletion. Measures are related to the auray, speed and om-prehensibility of the lassi�ation. ROC urve performane analysis is the mostappropriate and widely used method for a typial mahine learning appliationsetting where hoosing a lassi�er with best lassi�ation auray for a seleted



problem domain is of ruial importane. Lift hart is also popular in data miningmostly in marketing and sales appliations. [10℄The hurn predition has a large literature but only few of them are dealingwith ar insurane data. [11�13℄This study is strutured as follows. Setion 2 introdues basi onepts oflassi�ers, that are used in our experiments. As our goal was to measure theSegmented Prie Pressure Regression (SPPR) lassi�er, we give its formal def-inition here. In setion 3 we summarize our experimental results, whih showthat the Random Subspae lassi�er is the best one for the hurn predition,and it is muh better than SPPR. Finally, in setion 4 we give some ideas forfurther researh.2 Researh BakgroundStatistial lassi�ation is a proedure in whih individual items are plaed intogroups based on quantitative information on one or more harateristis inherentin the items and based on a training set of previously labeled items. Formally,the problem an be stated as follows: given training data {(x1, y1), . . . , (xn, yn)}produe a lassi�er h : X → Y whih maps an objet x ∈ X to its lassi�ationlabel y ∈ Y. The appliations of lassi�ers are wide-ranging.In this setion we review the well-known lassi�ers whih were used in ourexperiments. Then we give the formal details of Segmented Prie Pressure Re-gression (SPPR) lassi�er. Finally we onsider the de�nitions of ROC and Liftvalues that enable to ompare the "goodness" of given lassi�ers.2.1 Random SubspaeThe essene of the Random Subspae method is that feature subsets are seletedrandomly from the entire range of features. Then the base lassi�ers are trainedon these randomly seleted subsets. The proedure takes advantage of the ran-domness, thus induing diversity in the ensemble of experts. The parameters ofthe Random Subspae method are: the number of features in the subset, thenumber and type of base lassi�ers in the ensemble and the deision fusion rule.The default base lassi�er of Random Subspae in Weka is RepTree, whih is afast deision tree learner, that builds a deision/regression tree using informationgain/variane and prunes it using redued-error pruning with bak�tting.2.2 Random Forest, Random TreesRandom Forest is a lassi�er that onsists of many deision trees and outputsthe lass that is the mode of the lasses output by individual trees. The termame from random deision forests. The method ombines the bagging idea andthe Random Subspae method to onstrut a olletion of deision trees withontrolled variations. In Weka the Random Trees lassi�er is a Java Class foronstruting a tree that onsiders K randomly hosen attributes at eah node,



while performs no pruning. The default base lassi�er of Random Forest in Wekais J48.2.3 C4.5 (J48)C4.5 is an algorithm used to generate a deision tree. C4.5 is an extension of ID3algorithm. Weka lassi�er pakage has its own version of C4.5 known as J48.C4.5 builds deision trees from a set of training data using the onept of in-formation entropy. C4.5 uses the fat that eah attribute of the data an be usedto make a deision that splits the data into smaller subsets. C4.5 examines thenormalized information gain (di�erene in entropy) that results from hoosingan attribute for splitting the data. The attribute with the highest normalizedinformation gain is the one used to make the deision. The algorithm then reurson the smaller sublists.2.4 Logisti RegressionLogisti Regression is a model used for predition of the probability of ourreneof an event by �tting data to a logisti urve whih is the most ommon sigmoidurve. It is a generalized linear model used for binomial regression. It makes useof several preditor variables that may be either numerial or ategorial.Other names for Logisti Regression used in various other appliation areasinlude logisti model, logit model, and maximum-entropy lassi�er.2.5 AdaBoostAdaBoost, short for Adaptive Boosting, is a mahine learning algorithm. It isa meta-algorithm, and an be used in onjuntion with many other learningalgorithms to improve their performane. AdaBoost is adaptive in the sense thatsubsequent lassi�ers built are tweaked in favor of those instanes mislassi�ed byprevious lassi�ers. AdaBoost is sensitive to noisy data and outliers. Otherwise,it is less suseptible to the over�tting problem than most learning algorithms.AdaBoost alls a weak lassi�er repeatedly in a series of rounds t = 1, . . . , T .For eah all a distribution of weights Dt is updated that indiates the im-portane of examples in the data set for the lassi�ation. On eah round, theweights of eah inorretly lassi�ed example are inreased (or alternatively, theweights of eah orretly lassi�ed example are dereased), so that the new las-si�er fouses more on those examples. The default weak lassi�er of AdaBoostin Weka is the Deision Stump, whih is a mahine learning model onsisting ofa one-level binary deision tree with ategorial or numerial lass labels.2.6 LogitBoostLogitBoost is a boosting algorithm. If one onsiders AdaBoost as a generalizedadditive model and then applies the funtional ost of logisti regression, one



an derive the LogitBoost algorithm. LogitBoost an be seen as a onvex op-timization. The default weak lassi�er of LogitBoost in Weka is the DeisionStump.2.7 SVM (SMO)Support vetor mahines (SVMs) are a set of related supervised learning meth-ods used for lassi�ation and regression. Viewing input data as two sets ofvetors in an n-dimensional spae, an SVM will onstrut a separating hyper-plane in that spae, one whih maximizes the margin between the two data sets.To alulate the margin, two parallel hyperplanes are onstruted, one on eahside of the separating hyperplane, whih are "pushed up against" the two datasets. Intuitively, a good separation is ahieved by the hyperplane that has thelargest distane to the neighboring datapoints of both lasses, sine in generalthe larger the margin the better the generalization error of the lassi�er. TheSVM implementation is alled "SMO" in Weka.2.8 Naive BayesA naive Bayes lassi�er is a simple probabilisti lassi�er based on applyingBayes' theorem with strong (naive) independene assumptions. A naive Bayeslassi�er assumes that the presene (or absene) of a partiular feature of alass is unrelated to the presene (or absene) of any other feature. Naive Bayeslassi�ers an be trained very e�iently in a supervised learning setting. Inmany pratial appliations, parameter estimation for naive Bayes models usesthe method of maximum likelihood.2.9 Non-Nested Generalized Exemplars (NNGE)NNGE performs generalization by merging exemplars, forming hyperretanglesin the feature spae that represent onjuntive rules with internal disjuntion.NNGE forms a generalization eah time a new example is added to the database,by joining it to its nearest neighbour of the same lass. It does not allow hyper-retangles to nest or overlap. This is prevented by testing eah prospetive newgeneralization to ensure that it does not over any negative examples, and bymodifying any generalizations that are later found to do so.2.10 Segmented Prie Pressure Regression (SPPR)SPPR is a speial method for insurane data to predit the probability of hurnwhen the lient knows what is the prie of his poliy at the other insurers. Theoutput of SPPR is a set of models where a model is a pair of prie pressure anda regression funtion. Eah model is tested then the best is hosen to predit theprobabilities.This method uses the heuristis that a lient will swith the insurer if theprie of his ontrat is relatively to high ompared to the other proposals. In



general domain experts tell what means "relatively to high". For this purposeusually di�erent measures are taken alled prie pressures. The higher the priepressure the higher the hurn probability. Here we give some examples for priepressure measures.Suppose a lient has a poliy at an insurer with the prie A and there are n−1other insurers o�ering this kind of poliies. Then take the inreasing ordered listof the n pries. Denote Index(A) the position where A appears �rst in list. Min,
Min2, AvgMin3, Avg denote the smallest, the seond smallest, the average ofthe three smallest prie, and the average of the pries, respetively. Then wede�ne the following prie pressures:� pp1: Index(A)

n� pp2: A
Min� pp3: A
Min2� pp4: A
AvgMin3� pp5: A
AvgThe insurer gives the retangular segmentation of the poliy spae by makingpartitions in a few dimensions. For example the age an be ategorized as it isless then or equal to 24, is between 25 and 30, or is between 31 and 50, or more.The dimensions for segmentation in our study were the engine size of the vehile,the loation, the age of the owner, the number of hildren, the poliy age.The poliy spae an be represented in 2 dimensions for a given prie pressuretype by (x, y) points where the �rst omponent is the prie pressure value andthe seond is the indiator value of hurning that is 1 if the poliy is terminatedand 0 otherwise. In order to make a model we hoose a prie pressure and afuntion to perform the regression.For example we �t linear urves and a family of logisti urves.� linear regression: �t y = ax + b to the (x, y) points in eah segment. If a,bare the omputed parameters for a segment then ax + b is the estimation ofthe hurn probability for the x prie pressure value in this segment.� log_onst regression: �rst transform y values from [0, 1] to [onst, 1-onst℄with T (y) = (1 − 2 · const)y + const then �t 1

1+exp(ax+b) to the (x, T (y))points in eah segment. If a,b are the omputed parameters for a segmentthen T−1( 1
1+exp(ax+b) ) is the estimation of the hurn probability for the xprie pressure value in this segment.In our ase "onst" is set to 0.2, 0.25, 0.3 and 0.35. It means we have 5di�erent urves, one linear and four logisti urves.The SPPR method de�nes a model as a (prie pressure, urve) pair, so weget 25 models. On the training set all the 25 models are �tted on eah segmentto ompute the a,b parameters, then the globally best model on the test set ishosen, whih is alled the best SPPR lassi�er.



2.11 ROC and Lift ChartROC urve and Lift hart are well known graphial tehniques that are usefulfor evaluating the quality of lassi�ation models used in data mining. Eahtehnique de�nes its own measure of lassi�ation quality and its visualization.When dealing with two lass lassi�ation problems we an always label onelass as a positive and the other one as a negative lass. The test set onsists of
P positive and N negative examples. A lassi�er assigns a lass to eah of them,but some of the assignments are wrong. To assess the lassi�ation results weount the number of true positive (TP ), true negative (TN), false positive (FP )(atually negative, but lassi�ed as positive) and false negative (FN) (atuallypositive, but lassi�ed as negative) examples.It holds TP + FN = P and TN + FP = N.Let us de�ne a few well-known and widely used measures:
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.Preision and Auray are often used to measure the lassi�ation qualityof binary lassi�ers. Several other measures used for speial purposes an alsobe de�ned.A probabilisti lassi�er f : X → [0, 1] assigns a probability to eah example.Normally, a threshold t is seleted for whih the examples where f(x) ≥ t areonsidered positive and the others are onsidered negative.Eah pair of a probabilisti lassi�er and threshold t de�nes a binary lassi�er.Measures de�ned above an therefore also be used for probabilisti lassi�ers,but they are always a funtion of the threshold t. Note that TP (t) and FP (t)are always monotoni desending funtions. For a �nite example set they arestepwise, not ontinuous.ROC graph is de�ned by a parametri de�nition

x = FPrate(t), y = TPrate(t).Area under ROC urve AROC , alled ROC value of the method, is often usedas a measure of quality of a probabilisti lassi�er. Lift hart is quite similar tothe ROC urve.Lift hart is a graph with a parametri de�nition
x = Y rate(t) =
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, y = TP (t).Area under lift hart Alift an be used as a measure of lassi�ation quality ofa probabilisti lassi�er. Alift and AROC are in strong relation.
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ROC urve performane analysis is the most widely used method for a typialmahine learning appliation where hoosing a lassi�er with best lassi�ationauray is of ruial importane.3 ExperimentsIn this setion we present our experiments on a given insurane data set. Ourgoal was to test the e�ieny of the SPPR method for hurn predition, ando�er a better lassi�er if we �nd suh one.In the insurane industry premium pries play a ritial role in enabling in-surane ompanies to �nd a balane between produing high pro�t and retaininga ertain level of the market share. The hallenge is to set premium pries sothat expeted laims are overed and a ertain level of pro�tability is ahieved,yet not to set premium pries so high that market share is jeopardized as on-sumers exerise their rights to hoose their insurers. Compulsory third-partyliability motor insurane are sold by about 15 Hungarian insurane ompaniesevery year. Insurane ompanies determine premium pries by assigning poliyholders to pre-de�ned groups. The groups are formed based on industry expe-riene about the pereived risk of di�erent groups of poliy holders. By usingdata mining tehniques, the aim is to predit the hurning rate. We measuredthe SPPR method and o�ered better lassi�ations improving the ROC valuesigni�antly, by more than 10-15%.3.1 The DataIn this setion we desribe some of the harateristis of the data set. For theanalysis we reated a "star-like" data mart onsisting of a master table of thepoliies and a set of smaller tables alled dimension tables. Our goal was toapply only open soure tools, therefore we implemented our relational model withPostgreSQL 8.1.15. The Poliy table has 110 di�erent features with a primarykey "pid". A poliy reord inludes aggregate statistis about its yearly prie,payment and laim history. Essential features for hurn analysis are the yearlypries of the other 14 insurers. Every reord has an indiator attribute for eahyear whose value is 1 if the poliy holder hanges the insurer in that year and
0 otherwise. Time series go bak 5 years. The table size is 853652 tuples. Theinsurer makes segmentation of the poliy spae by some given features of thevehile and the owner suh as the type of the vehile, loation, age of the ownerand so on. Eah segment has a hash key and eah poliy is joined to the segmentto whih it belongs by this hash key. There are 1296 segments and eah segmenthas a basi onstant prie for eah insurer whih is modi�ed by a bonus-malusand other disount fators for eah poliy.3.2 Preproessing the DataIn order to provide an optimal representation for the hosen data-mining teh-nique we made the neessary preproessing inluding simple transformations



and leaning. The ompetitors' pries are the most important features for usbut they are not always available in the previous years. Fortunately the last 2years, 2007 and 2008 were omplete from this point of view. Therefore we re-dued our dataset to these 2 years. We seleted the poliies living in 2007 andhaving the label that they hanged the insurer in 2008 or not. Finally we left outsome reords whih had too many missing values in the important features. Sowe get 208303 reords. Then we added a new attribute for eah prie pressuremeasure and �lled them for eah reord.3.3 Data Mining with WekaFor data mining we hose another open soure tool. Weka (Waikato Environ-ment for Knowledge Analysis) is a popular suite of mahine learning softwarewritten in Java, developed at the University of Waikato. Weka supports severalstandard data mining tasks, for example data preproessing, lustering, lassi�-ation, regression, visualization, and feature seletion. Weka ontains a olletionof visualization tools and algorithms for data analysis and preditive modelling,together with graphial user interfaes for easy aess to this funtionality. Wekaprovides aess to SQL databases using Java Database Connetivity and anproess the result returned by a database query, so Weka works well with Post-greSQL. In Weka Explorer interfae the Classify panel enables the user to applylassi�ation and regression algorithms, to estimate the auray of the result-ing preditive model, and to visualize erroneous preditions, ROC urves. Wekahas a large number of lassi�ers, inluding all mentioned ones in the previoussetion exept SPPR, therefore we had to implement only SPRR in Java. Foreah method we applied 10-folds ross validations. There are a lot of parametersfor the lassi�ers in Weka whih an be modi�ed to get better performane, sowe made some trials, but in our ase the default values produes the best resultor only a slightly improvement ould be ahieved.3.4 ResultsThe experiments were exeuted on a SUN mahine, with 60 gigabyte RAM, onLinux 2.6.27 operating system. First we ran basi statistis, histograms thenwe ran the lassi�ers desribed previously, the 9 general methods and the 25SPPR models. The proessing time of lassi�ation for one given lassi�er variedbetween 0.1 and 6 hours.



Classi�er Alift AROCRandom Subspae 60068.1 0.811973Random Forest 57839.9 0.768183J48 57290 0.757383LogitBoost 57164.4 0.754908AdaBoost 56249.9 0.736935Logisti 56243.1 0.736809(pp1, log_0.3) 50277.9 0.623892Table 1. The best lassi�ersIn the literature SVM is thought to be one of the best methods for hurnpredition but our tests did not justify this preoneption. SVM produed only0.568 AROC value while the best Random Subspae had 0.811973. From the 25SPPR lassi�ers (pp1, log_0.3) had the highest AROC value, whih was 0.623892.The other SPPR models were behind this a little bit, but all had AROC valueat least 0.61. The rest of the lassi�ers were worse, their AROC values did notreah 0.6. The table shows the top 7 lassi�ers.
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