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Chapter 1 — A Primer on Oracle Data Mining

About this Tutorial

This tutorial was created using Oracle Data Miner 10.0.2.3; it can also be used
with more recent releases of Oracle Data Miner.

Oracle Data Miner 10.2.0.4 and Oracle Data Miner 11.1 use the same graphical
user interface as Oracle Data Miner 10.2.0.3, with minor changes to some
screens.

Different versions of Oracle Data Miner require different versions of Oracle Data
Mining:

e Oracle Data Miner 10.2.0.3 and 10.2.0.4 require Oracle Data Mining 10.2.
You cannot connect to an Oracle 11g database with these versions of
Data Miner.

e Oracle Data Miner 11.1 requires Oracle Data Mining 11.1. This is the only
version of Oracle Data Miner that works with Oracle 11g. You cannot
connect to Oracle 10.2 with this version of Data Miner.

Oracle Data Miner 10.2.0.4 provides bug fixes for Oracle Data Miner 10.2.0.3.
Oracle Data Miner 11.1 is the graphical user interface for Oracle Data Mining
119, Release 1 (11.1). For more information about Oracle Data Miner 11.1, see
Appendix D.

This tutorial does not explain all features of Oracle Data Miner 11.1; in particular,
it does not explain Generalized Linear Models.

Data Mining Solutions

Oracle Data Mining (ODM) can provide solutions to a wide variety of business
problems, all centered around gaining insight into the future activities of
individuals:

Problem: A retailer wants to increase revenues by identifying all potentially high-
value customers in order to offer incentives to them. The retailer also wants
guidance in store layout by determining the products most likely to be purchased
together.

Solution: An ODM Classification model is built in order to find the customers who
are more than 75% likely to spend more than $1000 in the next year.



An ODM Association Rules model is built to analyze market baskets by store
location so that product placement can be established on a store-by-store basis.

Problem: A government agency wants faster and more accurate methods of
highlighting possible fraudulent activity for further investigation.

Solution: Create ODM Classification, Clustering, and Anomaly Detection models
to flag “suspicious” cases.

Problem: A biochemical researcher must deal with thousands of attributes
associated with an investigation of drug effectiveness.

Solution: Use ODM’s Attribute Importance function to reduce the number of
factors to a manageable subset of the attributes.

Problem: A mortgage company wants to increase revenue by reducing the time
required for loan approval.

Solution: An ODM Regression model can predict the likely value of a home,
eliminating the requirement for an on-site inspection.

Mining with Oracle Data Mining

If you are facing a business problem similar to one of these, then Oracle Data
Mining can assist you in developing a solution.

As you approach a data mining problem using ODM, you can be assured that
your business domain knowledge and your knowledge of the available data are
the most important factors in the process. Oracle Data Mining automates the
mechanics of building, testing, and applying a model so that you can concentrate
on the business aspects of the problem, not on the mathematical and statistical
details — although this tutorial will give you some insight into the underlying
operations.

Please refer to the document Oracle Data Mining Concepts, found at
http://www.oracle.com/pls/db102/portal.portal db?selected=6

for a thorough overview of Oracle Data Mining 10.2; for information about ODM
11.1, see Appendix D of this manual.

The features of Oracle Data Mining are accessible through three different
interfaces, each aimed a different type of user:

1) Oracle Data Mining Predictive Analytics (PA) is a package containing two
programs — Predict and Explain — each requiring only that the input data



be in the correct format, and making no demands on the user regarding
algorithm choices or parameter settings. This package is intended for the
non-technical user, such as a marketing director, whose interest is in
obtaining a quick and reliable ad hoc result.

Refer to Appendix C for more information on PA.

2) ODM includes both a Java and a PL/SQL Application Programming
Interface (API), allowing a programmer to embed ODM functionality into
an application such as a Call Center.

Refer to the document ODM Application Developer’'s Guide, found at
http://www.oracle.com/pls/db102/portal.portal _db?selected=6

for more information on the APIs; for information about ODM 11.1 APIs, see
the references in Appendix D of this manual.

3) ODM supports a graphical user interface, Oracle Data Miner (ODMr), for
use by the business analyst who has a thorough understanding of the
business as well as the data available for data mining solutions.

This Tutorial concentrates on the third type of user — the business analyst who
will use ODMIr to attack and solve business problems.

ODM Functionality

As shown in the introductory data mining examples, ODM is applicable in a
variety of business, public sector, health care, and other environments. The
common thread running through all data mining projects is the goal of analyzing
individual behavior.

The term “behavior” has a loose interpretation, to include:

e The purchasing habits of a customer

e The vulnerability of an individual to a certain disease

e The likelihood that an item passing through an assembly line will be
flawed

e The characteristics observed in an individual indicating membership in a
particular segment of the population

Data Mining is sometimes called Knowledge Discovery — its goal is to provide
actionable information, not found by other means, that can improve your
business, whether that business is selling a product, determining what tax returns
might be fraudulent, or improving the probability that an oil well will produce a
profit.



It is worth noting that the goal is “improvement”, not infallible predictions. For
example, suppose a marketing campaign results in a 2% positive response. If
Oracle Data Mining can help focus the campaign on the people most likely to
respond, resulting in a 3% response, then the business outcome is a 50%
increase in revenue.

ODM creates a model of individual behavior, sometimes called a profile, by
sifting through cases in which the desired behavior has been observed in the
past, and determining a mathematical formula that defines the relationship
between the observed characteristics and the behavior. This operation is called
“building”, or “training”, a model, and the model is said to “learn” from the training
data.

The characteristics indicating the behavior are encapsulated in the model with
sufficient generality so that when a new case is presented to the model — even if
the case is not exactly like any case seen in the training process - a prediction
can be made with a certain confidence, or probability. For example, a person can
be predicted to respond positively to a marketing campaign with 73% confidence.
That is, the person “fits the profile” of a responder with probability 73%.

You do this all the time with your brain’s ability to make inferences from
generalities: if you know that robins, eagles, and chickens are birds, then upon
seeing a penguin for the first time you might observe the webbed feet, feathers,
beak and something that may be a wing, and you might infer that this individual is
likely to be in the “bird” class.

Data mining can be divided into two types of “Learning”, supervised and
unsupervised.

Supervised Learning has the goal of predicting a value for a particular
characteristic, or attribute that describes some behavior. For example:

S1 Purchasing Product X (Yes or No)

S2 Defaulting on a loan (Yes or No)

S3 Failing in the manufacturing process (Yes or No)

S4 Producing revenue (Low, Medium, High)

S5 Selling at a particular price (a specific amount of money)
S6 Differing from known cases (Yes or No)

The attribute being predicted is called the Target Attribute.
Unsupervised Learning has the goal of discovering relationships and patterns

rather than of determining a particular value. That is, there is no target attribute.
For Example:




U1 Determine distinct segments of a population and the attribute values
indicating an individual’'s membership in a particular segment.

U2 Determine the five items most likely to be purchased at the same time
as item X. (this type of problem is usually called Market Basket Analysis)

Oracle Data Mining provides functionality to solve each of the types of problems
shown above.

Examples S1, S2, S3 illustrate Binary Classification — the model predicts one of
two target values for each case (that is, places each case into one of two
classes, thus the term Classification).

Example S4 illustrates Multiclass Classification — the model predicts one of
several target values for each case.

Example S5 illustrates Regression — the model predicts a specific target value for
each case from among (possibly) infinitely many values.

Example S6 illustrates One-class Classification, also known as Anomaly
Detection — the model trains on data that is homogeneous, that is all cases are in
one class, then determines if a new case is similar to the cases observed, or is
somehow “abnormal” or “suspicious”.

Example Ul illustrates Clustering — the model defines segments, or “clusters” of
a population, then decides the likely cluster membership of each new case.

Example U2 illustrates Associations — the model determines which cases are
likely to be found together.

Each ODM function will be discussed and explained in detail as the tutorial
proceeds.

The Data Mining Process

The phases of solving a business problem using Oracle Data Mining are as
follows:

Problem Definition in Terms of Data Mining and Business Goals
Data Acquisition and Preparation

Building and Evaluation of Models

Deployment



Problem Definition in Terms of Data Mining and Business Goals

The business problem must be well-defined and stated in terms of data mining
functionality. For example, retail businesses, telephone companies, financial
institutions, and other types of enterprises are interested in customer “churn” —
that is, the act of a previously loyal customer in switching to a rival vendor.

The statement “I want to use data mining to solve my churn problem” is much too
vague. From a business point of view, the reality is that it is much more difficult
and costly to try to win a defected customer back than to prevent a disaffected
customer from leaving; furthermore, you may not be interested in retaining a low-
value customer. Thus, from a data mining point of view, the problem is to predict
which customers are likely to churn with high probability, and also to predict
which of those are potentially high-value customers.

This requires clear definitions of “low-value” customer and of “churn”. Both are
business decisions, and may be difficult in some cases — a bank knows when a
customer has closed a checking account, but how does a retailer know when a
customer has switched loyalties? Perhaps this can be determined when
purchases recorded by an affinity card decrease dramatically over time.

Suppose that these business definitions have been determined. Then we can
state the problem as: “I need to construct a list of customers who are predicted to
be most likely to churn and also are predicted to be likely high-value customers,
and to offer an incentive to these customers to prevent churn”. The definition of
“most likely” will be left open until we see the results generated by Oracle Data
Mining.

Data acquisition and Preparation

A general rule of thumb in data mining is to gather as much information as
possible about each individual, then let the data mining operations indicate any
filtering of the data that might be beneficial. In particular, you should not eliminate
some attribute because you think that it might not be important — let ODM'’s
algorithms make that decision. Moreover, since the goal is to build a profile of
behavior that can be applied to any individual, you should eliminate specific
identifiers such as name, street address, telephone number, etc. (however,
attributes that indicate a general location without identifying a specific individual,
such as Postal Code, may be helpful.)

Continuing with the churn example in the context of a bank, you may have a
customer’s personal demographics stored in one location (age, income, etc.),
“business” demographics in another (a list of the customer’s banking products,



beginning/ending dates, etc), and transactions in another. You will need access
to each of these locations.

After determining a business definition for “churn”, you will probably have to add
a new column to each customer’s record indicating Churn (Yes/No). Also, you
will want to create new columns giving aggregate and derived information
(Years_as_Customer rather than Beginning_Date,
Avg_num_transactions_per_month, etc.).

It is generally agreed that the data gathering and preparation phase consumes
more than 50% of the time and effort of a data mining project.

Building and Evaluation of Models

The Activity Guides of Oracle Data Miner automate many of the difficult tasks
during the building and testing of models. It’s difficult to know in advance which
algorithms will best solve the business problem, so normally several models are
created and tested.

No model is perfect, and the search for the best predictive model is not
necessarily a question of determining the model with the highest accuracy, but
rather a question of determining the types of errors that are tolerable in view of
the business goals.

For example, a bank using a data mining model to predict credit risk in the loan
application process wants to minimize the error of predicting “no risk” when in
fact the applicant is likely to default, since that type of error is very costly to the
bank. On the other hand, the bank will tolerate a certain number of errors that
predict “high risk” when the opposite is true, as that is not very costly to the bank
(although the bank loses some potential profit and the applicant may become a
disgruntled customer at being denied the loan).

As the tutorial proceeds through the Mining Activities, there will be more
discussion on determining the “best” model.

Deployment

Oracle Data Mining produces actionable results, but the results are not useful
unless they can be placed into the correct hands quickly.

For instantaneous presentation of results, refer to the documents cited above on
programmatic deployment using the Oracle Data Mining Java or PL/SQL API, or
to the use of Predictive Analytics.



Continuing with the bank’s churn problem, when an ODM predictive model is
applied to the customer base for the purpose of creating a ranked list of those
likely to churn, a table is created in the database and is populated with the
Customer ID/Prediction/Probability details. Thus, the results are available using
any of the usual methods of querying a database table.

In particular, the Oracle Data Miner user interface provides wizards for
publishing the results either to an Excel spreadsheet or to Oracle Discoverer.



Chapter 2 - Data Exploration and Transformation

The data used in the data mining process usually has to be collected from
various locations, and also some transformation of the data is usually required to
prepare the data for data mining operations. The Mining Activity Guides will
assist you in joining data from disparate sources into one view or table, and will
also carry out transformations that are required by a particular algorithm; those
transforms will be discussed in the context of the Guides. However, there are
transforms that typically will be completed on a standalone basis using one of the
Data Transformation wizards.

These include

e Recode
o Filter
e Derive field

and others.

Moreover, utilities are available for importing a text file into a table in the
database, for displaying summary statistics and histograms, for creating a view,
for creating a table from a view, for copying a table, and for dropping a table or
view.

The examples below assume that the installation and configuration explained in
Appendix A have been completed and that the sample views are available to the
current user.

These sample views include:

MINING_DATA BUILD V
MINING_DATA_TEST V
MINING_DATA_APPLY_V

and others, including the tables of the SH schema.

These tables describe the purchasing habits of customers in a pilot marketing
campaign. They will be used to illustrate the business problems of identifying the
most valuable customers as well as defining the product affinity that will help
determine product placement in the stores.

Note on data format: Previous versions of Oracle Data Mining allowed two
distinct data formats, Single Row per Record, in which all the information about
an individual resides in a single row of the table/view, and Multiple row per
Record (sometimes called “Transactional” format), in which information for a
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given individual may be found in several rows (for example if each row
represents an item purchased). In ODM 10g Release 2 and ODM 11g Release 1,
only Single Row per Record format is acceptable (except in the case of
Association Rules); however, some language relating to the former distinction
remains in some wizards. An example of the Single Row per Record format will
be seen in the sample MINING_DATA BUILD V.

The database feature called Nested Column is used to accommodate the use
case previously handled by Transactional format.

To begin, launch the Oracle Data Miner user interface as explained in the final
two sections of Appendix A.

The Import Wizard

The text file demo_import_mag.txt is included in the Supplemental_Data file
available with this tutorial. It consists of comma-separated customer data from a
magazine subscription service, with attribute names in the first row. The Import
wizard accepts information about the text file from the user and configures the
SQLLDR command to create a table. You must identify the location of the
SQLLDR executable in the Preferences worksheet. See Appendix B — Setting
Preferences.

To import the text file into a table, select Import in the Data pulldown menu.

Copy Takle. ..

Create Table From Wi

Create Wisms. .

Genetate SEL.

Show Lineade. .

Showy Summary Single-Record
Shown Summary Multi-Recard.
Transform b
Predict...

Explain...

Click Next on the Welcome page to proceed.
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Step 1: Click Browse to locate the text file to be imported

Please click on the browse button to select a file.

Filename: | Cdema_import_mag t | Erovvse
Encading [ \wNDOWS-1252 |

Step 2: Select the field (column) delimiter from the pulldown menu

Specify data format of the file to be imparted.

Field Delimiter

Field Enclosure

Erter your delimeter here

Any string field values containing the delimiter must be enclosed in either single
or double quotes; if this is the case, specify the enclosures from the pull-down
menu. In addition, certain other characters are unacceptable in a string for some

purposes; an alternative to quoting the string is replacing the illegal characters
prior to importing the file.
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SQLLDR parameters such as termination criteria can be selected by clicking
Advanced Settings.
If the first row of the file contains the field names, click the appropriate checkbox.

To verify the format specifications, click Preview:

Previewy result data.

D title dwwelling _unit_size fatmily_income_indicator purchasing
1113203201 2667 01,351101,1,0100001
291100010004 11 ¥90062110011,101001
3111000995 548600091110110001,11
42149048511977 000811 11,00100011
5913030558600621101001,00101
6211401401 27 6800,8,01,1,00,01,000,0,01
7893270,2701,128300801 10000100001
821735730168390070111,101000001
9116906901 167300091101,1,1,000,0,01
10216356301 1,940080011,1,1,0001,0,01
11024354301 1679000911 01,001,00004
12219709651 197600711101,01000,004
13115955901 167901091 1,0,1,0,00,00,0,01
141210009951 491 006211,1,0,00000001
15113153101 2273 00091110011,01,004
161,1,360,3651 2373009011 111,11,01,011
17126006701 118500091101,001,10001
18,51,2452551 34 6200711101,0010001
192155601 346200,601,100,001,01,00/1
20116857205190000891 10001100011

4 L] IC

| Heb | Lok |




Step 3: Verify the attribute names and data types. If the first row of the text file
does not contain field names, then dummy names are supplied and they may be
modified in this step (don’t forget to enclose the new column names in double
guotes). The Data Type may also be modified.

In the NULL IF column, you can specify a string that will be recoded to NULL if
encountered, for example ? or UNKNOWN.

Specify field defintions corresponding to fields in imported record. Please press enter key after
you hawe modified any cell to ensure the new value has been recorded.

Column Mame Data Type Data SizeFormat Mull If | o
g NUMBER Nig, || | varcrar
“TITLE" NUMBER N, e
MLAELLING _UIMIT_SIZE" MUMEER: i, | HUMEER |
"FAMILY_INCOME _INDICATOR" NUMBER N
"PURCHA.SING_POVWER_INDICATOR"  NUMBER nig || Preview |
"ADDRESS" MUMBER Mg i
"LENGTH_OF _RESIDEMCE" NUMBER N
"YEAR_DETAIL_LISTED" NUMBER s,
"AGE_CODE" MUMBER Mg
"TRLICK_OWHER" NUMBER N £
"HOUSE_HOLD_SIZE12" NUMBER i,
"HOUSE_HOLD_SIZESPLUS" MUMBER Mg
"M&L_RESPOMDER _PREW" NUMBER N
"MA,GAIINE_SUBSCRIBER" NUMBER i,
"MéJL_RESPONDER_OTHER" NUMBER N =

Help | l = Back " et = J | cancel |

Step 4: Specify the name of the new table or the existing table in which the
imported data will be inserted:

Specify & nevy table or an existing table to perform data import.

(%) Import to Mew Table

Enter Tahle Name [DEMO_MPORT_Mag |

() Append to Existing Table

Takle |auTos2 -]

| Help | = Back Ilext = Cancel



Click Finish to initiate the import operation.

File Import Wizard is complate.

wyhen you click finish, your selected data file will be imported and all log files wil be created in your working
directory. Please examine these log files carefully to ensure all recards have been loaded successiully.

| Help | | = Back | Finizh H Cancel |

When completed, the Browser displays a sample from the table.

Data Viewer and Statistics

Left click on the name of a table or view to display the structure.

Structure Data
----- T MINING_ELILD =
T MINING _BUILD V1 _U Comment
----- For MINING _ELILD_2_U) U
----- S MINING_ELILD %3 _U -
----- St MINING _DATA_APPLY_STR_Y RS
""" Tort MINING_DisTa_APPLY Pk Narme Type Size Scale alow NULLS |
----- Fr MINING_DATS,_BLILD_STR_Y = SUET DD T 5 =
E J x CUST_GEMDER CHAR 1 x
----- B MINING_DATA,_BUILD_41 x e e = %
""" St MINING _DATA_BUILD_V1_U kS CUST_MARITAL_STA... WARCHAR2 20 v
""" T MINING_DATA_BUILD_¥2_L b4 COUNTRY _NAME YARCHARZ 40 x
----- S MINING _DATA_BUILD_W3_U b4 CUST_MNCOME_| EVEL WARCHAR? a0 v
Fr MINING_DATA,_BUILD_4_LJ x EDUCATION YARCHAR2 21 v
----- T MINING_DATA,_BUILD_Y5_LJ x OCCUPATION YARCHARZ 21 v
----- Fort MINING _DATS,_BUILD_E_L x HOUSEHOLD_SIZE  WARCHAR2 21 v
..... B MINING_DATS_BULD_Y7 U x YRE_RESIDENCE MUMBER 22 v
..... B MINNG_DATS,_BUILD_V8 LI Ll |le AFFINITY_CARD NUMBER 10 0 v
..... B MINNG_DATA_BUILD_va_LI x BULK_PACK_DISKET... NUMBER 10 i v
G MINNG_DATA,_EUILDT 3 FLAT_PANEL_MOMT... NUMBER 10 0 v
e MNNG.DATA O CLasS.V | |50 BOOKIEENG, P NMBER 10 0 v
S MING_DATA_TEST_ X PRINTER_SUPPLIES  NUMBER 10 i v
iv- MINNG_DATA_TEST_v1_U x ¥ _EOX_GAMES NUMBER 10 0 v
x 0F_DOC_SET_KANJ  MUMBER 10 0 v
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Click the Data tab to see a sample of the table/view contents.

Structure Data |
Fetch Size 100 | Fetoh pext | Refresh |
CUST_ID | CUST_GEND...| AGE | CLST_MARL.. | COUNTRY _M..| CUST_INCO...| EDUCATION | OCCURATION |HOUSEHOLD..| YF

101,501 F 41 Meserid United State... 190000 - . Masters Prof. 2 4
101,502 ] 27 Meserid United State... | 170,000 -1 ... Bach. Sales 2 3
101,503 F 20 Meserid United State... H 150,000 - ... HS-grad Cleric. 2 2
101 504 ] 45 flarried United State... B: 30,000 - 4. Bach. Exec. 3 5
101,505 ] 34 Meserid United State... K 250000 - ... Masters Sales 9+ 5
101,506 ] 38 Married United State... K 250000 - .. HS-grad Cther 3 4
101 507 I 28 Married United State... J 190,000 - ... = Bach. Sales 3 ]
101 505 ] 19 [everid United State_ . K 250,000 - .. HS-grad Sales 2 2
101,509 ] 52 harried Brazil Ko 250,000 - ... Bach. Cther 3 5
101,510 ] 27 Meserid United State... L 300,000 ... Bach. Sales 2 3
101 511 I a0 Meserid United State... H 150,000 - ... Bach. Sales 2 -1
101,512 F a0 Mesertd United State... | 170,000 -1 .. Profsc Frof. 2 4
101,513 ] 31 harried United State... J: 1890000 - ... Bach. Sales 3 3
101,514 ] 45 Meserid United State... L 300,000 a... HS-grad Sales 2 a
101 515 F 36 Merverhd United State... . 190,000 - ... 11th Cther 9+ 2
101 516 I 33 Married United State... G 130,000 - ... = Bach. Exzec. 3 4
101 517 F 38 Meserid United State... 170,000 - 1. HS-grad Sales 9+ 4

The default number of records shown is 100; enter a different number in the
Fetch Size window, then click Refresh to change the size of the display, or click
Fetch Next to add to add more rows to the display.

Right-click the table/view name to expose a menu with more options.

Click Transform to expose another menu giving access to transformation wizards
(some of which will be discussed in detail later).

WINING_DATA,_BLIL [ L LM 505 t 34 hleverhd
MINING_DATS_puL]  rensform » Aggregste...

MIMING DATS puULl  Predict.. Compute Field...
MIMING_DATA_BUILD  Explain... Discretize.

RAIMIMG_DATA_BUILE
hirir Gz _DaTA_BUILL
irIr G _DAaTA_BUILL
it G_DaTA_BUILL
it G_DAaTA_BUILL
hIMIMG_DATA_BUILL

Showy Summary Single-Record

Showe Summary Multi-Fecord...

Create Table From Yiew ..
Generate SGL..

Showe Lineage. ..

Fiter Single-Record. ..
Miz=zing Yalues. .
Mormalize...
Mumeric...

Outlier Treatment...

MIMING DAT&_BUILD _ Recode...

Puhblizh...
MIMING_DATA_BUILE Sample...
MINING _D&TA_ONE_ Drop Stratified Sample...
MINING DATS_TEST % T - _
MINING DATS_TEST %1 _U H 101 520 M P
Ty S 101,521 hd Watiation Fitter ...
I 052 | e

A4 o0 [ ¥ ]

The two menu choices Generate SQL and Show Lineage appear only for views;
they are not on the menu for tables.
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Show Lineage displays the SQL code and identifies the underlying table(s) used
to create the view, while Generate SQL allows you to save the SQL code into an

executable script.

Create Table from View and Drop are self-explanatory, Predict and Explain are

discussed in Appendix C, and Publish makes the table or view available to
Oracle Discoverer. Publish will be discussed in Chapter 14: Deployment.

To see a statistical summary, click one of the two selections depending on the
data format type. The following example uses Show Summary Single-Record.

File  Help

Summary statistics for DMUSER2 MIMNING _DATA_BUILD_%

Attribute Court: 18

Mame Mining Attr... | Attribute D... | Awerage Y |n|1in |Samp|e Size Wariance |
AFFINITY_CARD categorical | MUMBER 0.25 1 0 1500 0149
AGE numerical MUMBER 38.89 40 17 1500 185.95
BOOKKEEPING_APPLICATION categorical |[NUMBER | 0.88 1 0 1500 011
BULK_PACK_DISKETTES categorical | MUMBER 0.63 1 0 1500 0.23
COUNTRY_MAME categorical |WARCHARZ 1500

CUST_GEMDER categorical | CHAR 1500

CUST_ID numetrical 102,250.5 103,000 101,501 1500 187,625
CUST_IMCOME_LEVEL

CUST_MARITAL_STATUS categorical 1500

EDUCATION categorical | VARCHARZ 1500
FLAT_PAMEL_MOMITOR categorical | MUMBER 0.58 1 0 1500 0.24
HOME_THEATER_PACKAGE categorical | MUMBER 0.58 1 0 1500 0.24
HOUSEHOLD_SIZE categorical | VARCHARZ 1500

QOCCLUPATION categorical | WARCHARZ 1500
O5_DOC_SET_KANJI categorical | MUMBER 0 1 0 1500 0
PRINTER_SUFPPLIES categorical |NUMBER |1 1 1 1500 0
YRS_RESIDEMCE categorical | MUMBER 4.09 14 0 1500 3.69
_BOX_GAMES categorical | MUMBER 0.249 1 0 1500 0.z

| Preference... |

Higtagram |

For each numerical attribute, Maximum and Minimum values, as well as average
and variance, are shown. These statistics are calculated on a sample (1500 in
this screen shot); the size of the sample can be changed by adjusting ODM
Preferences as explained in Appendix B.

For any highlighted attribute, click Histogram to see a distribution of values. The
values are divided into ranges, or bins.



Numerical Example

Data Source: DMUSERZ MINING _DATA_BUILD_W Attribute: | AGE B
- Statistics:
Histogram for:AGE
220 Samlpe count: 1500
hinimum value: 17
haximum value: 80
Average value: 3883
Wariance: 18595
£ Sigma: 1364
§ Skewhess: 0sa
] Kurtosis: i)
i
==
®
Ein rangs
Group “alue(s) Bin Count % of Total
il =243 238 16% Binning Stratecy:
1 243-318 262 7% Ecual Wicth....
2 316-359 283 20%
] 389-462 292 19% : .
4 462-535 203 14% CiEnhloientations
5 53.5-608 a7 6% () “ertical
& 60.5 - 65.1 0 5% () Horizortsl
Help Ok
Categorical Example
Data Source: DMUSERZ MINING _DATA_BUILD_W Attribute: [CUST_INCOME_LEVEL 4
- Statistics:
Histogram for:CUST_INCOME_LEVEL
- - Samipe count: 1500
400
ode: J: 190,00

Ein Court

T BT & LT Lw ogm LT gT go g
2 aw B dw R L Bo T ww w@ a
LB oH g5 08 D2 B3 oF B3 B2 BC
B2 22 "o BT BE Bg "= BE 2 =2
S 5o 2 2 =) 2 . =) . .
Bin range
Group “aluel(s) Ein Court % of Total
J: 190,000 - 249.9... ) 190,000 - 249,... 339 23% Einning Strategy:
L: 300,000 shd sk... L 300,000 and &... 205 14% Top M...
| 170,000 - 189,939 | 170,000 - 189,9... 164 1%
k: 250,000 - 299,... W: 250,000 - 299,... 135 3% o
F:110,000-129,... F110,000-128,... 117 % ChzD G e
G:130,000-149,.. G:130,000-149,... 111 7% () wertical
E: 90,000 - 109,999 E: 90,000 - 109,993 106 7%

() Horizontsl

Help
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The default number of bins is 10; this number can be changed for a highlighted
attribute by clicking Preference in the Summary window.

Numerical attributes are divided into bins of equal width between the minimum
and maximum. The bins are displayed in ascending order of attribute values.

Categorical attributes are binned using the “Top N” method (N is the number of
bins). The N values occurring most frequently have bins of their own; the
remaining values are thrown into a bin labeled “Other”. The bins are displayed in
descending order of bin size.

Transformations

You can right-click on the table/view name or pull down the Data menu to access
the data transformation wizards. Many of the transforms are incorporated into the
Mining Activity Guides; some have value as standalone operations. In each case
the result is a view, unless the wizard allows a choice of table or view. Some
examples follow:

Filter Single-Record

Suppose we want to concentrate on our customers between the ages of 21 and
35. We can filter the data to include only those people.

Oracle Data Miner provides a filtering transformation to define a subset of the
data based upon attribute values.

Begin by highlighting Transformations on the Data pulldown menu and selecting
Filter Single-Record (or right-click on the table/view name) to launch the wizard.

Click Next on the Welcome page.
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Welcome to the Filter Single-Record Transformation YWyizard.

Thiz wizard allows you to create a view that fiters rows  from the original source table
ar view.

once the view is created, it will sppear in the navigstor tree and its details will be
displayed.

Click Mext to continue.

[ ] Skip this Page Mext Time

Cancel

Identify the input data and click Next (if you accessed the wizard by right-clicking
the table/view name, then the data is already known and this step is skipped).

Select the data you want a3 input to your transformation.

Schema  |pwUsER2 -
Tablefview: | pNNG_DATA_BUILD_Y ~|
Comment:
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Enter a name for the resultant view and click Next.

Specify the name of the viewy you want created.

Marne: MINING_DATA_BUILD_V2|
Comment: | ~regted lry Filter Single-Record Wizard. Data zource iz Schema: =
DMUSERZ, Takle: MIMING_DATA_BUILD Y.
=

Cancel

Click the icon to the right of the Filter window to construct the filtering condition in

a dialog box.

Specify fiter conditions (WHERE clause).

Fiter | D
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Attributes Functions | Expression
"MIMIMG_DATA_BUILD " AGE" == 21 And "MINING_DATA_BUILD %" "&GE" == 35
[ DMUSERZ MINING_DATA_BUILD_Y - _BUILD_ = i _DATA_| K -

----- [ cusTD

----- [ CUST_GENDER

----- [ CUST_MARITAL_STATUS
----- [ COUNTRY _NAME

----- [ CUST_INCOME_LEVEL
----- [ EpucaTion

----- [ occupaTion

----- ] HOUSEHOLD_SIZE

----- [ vRS_RESIDENCE

_____ D) arriy ook [ | — — |
----- [ BULK_PACK_DISKETTES lcd Lol ol el e e
----- [ FLAT_PANEL_MOMTOR
----- [ HOME_THEATER_PACKAGE “alidation Resutts

----- [ BOOKKEEPING _APPLICATION walidation successful | Walickste |
----- [] PRINTER_SUPPLIES -
----- [ v_BOK_GAMES

----- [ 05_DOC_SET_KaN

w
[
[

|E| |@ | Cancel |

The Expression Editor allows easy construction of the “where clause” that will be
inserted into the query to create the new view.

In this example, we want only those records representing individuals whose age
is between 21 and 35 years. Double-click the attribute name AGE, click the “>="
button, and type “21” to construct the first part of the condition shown. Click AND
to continue defining the full condition. Note that complex conditions can be
constructed using the “And”, “Or”, and parentheses buttons.

Click the Validate button to check that the condition is satisfied by a subset of the
source data.

When you dismiss the Expression Editor by clicking OK, the condition is
displayed in the Filter window.

Specify fitter conditions OWHERE clause).

Fiter 0D 4 "8GE" == 21 And "MINNG_DATA_BUILD V" "4GE" <= :35| ||
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You may preview the results and then choose to generate a stored procedure by
clicking Preview Transform on the Finish page. Click Finish to complete the
transformation.

Filter Single-Record Wizard is complete.

Vwhen you click finish, your vieve wyill be generated.

| Previewy Transform... |

| Help | | = Back | | Finizh || Cancel |

When the transformation is complete, a sample of the new data is displayed.

Recode

The Recode transformation allows specified attribute values to be replaced by
new values. For example, suppose the Summarization Viewer reveals that the
attribute LENGTH_OF_RESIDENCE has a numerical range from 1 to 34 in the
table DEMO_IMPORT_MAG, just created in the Import example. In order to
make the model build operation more efficient, you decide to consider only two
classes of residence: LOW for residences of less than or equal to 10 years, and
HIGH for residences of more than 10 years.

NOTE: The Recode transformation scans the entire dataset and compiles a list
of distinct values for the attribute to be recoded, resulting in possible system
resource problems if the attribute is numerical and continuous. In this case, the
same outcome can be produced without difficulty by defining bins manually using
the Discretization wizard.
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Begin by highlighting Transform on the Data pulldown menu and selecting
Recode (or right-click on the table/view name) to launch the wizard.

Welcome to the Recode Transformation Wizard.

This wizard allows you to creste the recode viewe from the original source table or viewe.
Once the vieve is created, it will appear inthe navigator tree and its detailz will be displayed.

Click Mesd to continue.

[] Skip this Page Mext Time

Select the table or view to be transformed and specify the format by clicking the
appropriate radio button (if you accessed the wizard by right-clicking the
table/view name, then the data is already known and this step is skipped).

Select the data you want a3 input to your transtormation.

Schema | DMUSER2 -
Tahle/view: | DEMO_IMPORT_MAG -|
Carnitnetit:

Do the cazes span multiple database records?
@ Single record per case

O hdultiple recard per case
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Enter a name for the resultant view.

Specify the name of the view vou want crested.

Mame:

Comment:

DEMO_IMPORT _MAG

Crested by Recode Transformation Wizard. Data source is Scherna; DMUSERZ2,

Table: DEMO_IMPORT _MAG.

1]

Cancel

Highlight the attribute to be recoded and click Define.

Specify the recode transformation you weant to create.

Select &l

Clear &l

MName |Type  |scheme
ID NUMEER [a]
TITLE NUMEER
DWELLING_UNIT_SIZE NUMEER
FAMILY_INCOME_INDICATOR NUMEER
PURCHASING _POWER_INDICATOR | NUMEER

ADDRESS NUMEER
LEMGTH_OF_RESIDENCE (NUMBER | |
YEAR_DETAIL_LISTED NUMEER

AGE_CODE NUMEER L]
TRUGCK_OWHNER NUMEER
HOUSE_HOLD_SIZE12 NUMEER
HOUSE_HOLD_SIZE3PLUS NUMEER
MAIL_RESPONDER_PREY NUMEER
MAGAZINE_SUBSCRIBER NUMEER L
mall RESPONOER HER kI IMRER |

1

Define...
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In the Recode dialog box, choose the condition on the attribute value and enter
the new value in the With Value window; click Add to confirm. Repeat for each

condition.

Replace

@ value == w| |11

() Range
=="alug =
() MULL value
() Cther values
With
value | HIGH |
B2
Walue == 10 -= LCh
e Lox_J [ cacet J

Warning: The wizard does not check the conditions for inconsistencies.

In the same dialog box, a missing values treatment can be defined. In this
example, all null values for this attribute are recoded to ‘UNKNOWN'.

Replace

() Walue

() Rahge

(%) MULL value
() Other values

With

== alug =

Value | UnkOvT

(200
Walue == 10 -= 'LOve
Walue == 11 -= 'HIGH'
Help | Ok | Cancel
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Also, a treatment for any value not included in the conditions may be defined; in
this example, all such values are recoded to ‘OTHER'.

== Walue =
() NULL value
(%) Other values

With

value [oTHER |

Akl

ML sealue = LMK
“alue == 10 -= 'LOW
walug == 11 -= HIGH

| Help I k. il Cancel l

Click OK; the recode definitions are now displayed with the attributes. You may

recode more than one attribute by highlighting another attribute and repeating the
steps.

Specify the recode transformation you wart to create.

MName Type Scheme Define...
]

NUMEER (<]
TITLE MUMBER
DWELLING_UNIT_SIZE NUMEER
FAMILY_INCOME_INDICATOR, NUMEER =

PURCHASING_POWER_IM...  MNUMBER

ADDRESS NUMBER

| ENGTH_OF_RESIDENGE Value == 10 -= LOW, Valug == 11 -» HIGH', NUL
YEAR_DETAIL_LISTED NUMBER

AGE_CODE NUMBER L
TRUCK_CWIMER NUMBER

HOUSE_HOLD_SIZE1 2 NUMBER

HOUSE_HOLD_SIZE3PLUS | NMUMBER
MAIL_RESPONDER_PREY | MUMBER
MAGAZINE_SUBSCRIBER NUMBER
MT” BESPNROER OTHER | blLIMBER
4

[a]

R | 3 |

When done, click Next.
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You may preview the results by clicking Preview Transform on the Finish page.

Recode Transformation Wizard is complete.

vhen you click finish, your viewy will be generated.

Note that the recoded attribute has assumed the defined data type;
LENGTH_OF_RESIDENCE, previously numerical, is now of type VARCHAR2.

You can preview the results of your transformation as well as view the SGL used to generate your previewy results. Optionally, if
you have selected to generate a stored procedure, you can viess the detailz of the stored procedure here as well.

Preview [ SGQL |

Preview result data.
URCHASI.. # [#DDRESS I | LENGTH_OF_RESIDENCE I |vEAR_DET.. § |AGE_coDE B
0 1 HIGH 87 0 ]
000 4 HIGH 79 0
5 5 Low 86 0
5 1 HIGH 77 0 ||
5 Lo 86 0
0 1 HIGH B8 0
0 1 HIGH 83 0
0 1 Low 89 0
0 1 HIGH 79 0
0 1 Low a4 0
0 1 HIGH 79 0
5 1 HIGH 76 0
0 1 HIGH 79 0
5 1 Low a1 0
0 1 HIGH 73 i ||
5 1 HIGH 72 i =]
< [ G I [»]
| advancedsaL .. |

(i ] =
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On this same page, you can click the SQL tab to see the query used to display
the preview. To save executable code for future use, you can click the Advanced
SQL button to see and save the complete code that creates the transformed
dataset.

The followving SGL is the actual SGL that will be executed when you finish the wizard. This may be usefulto you if you experience problems with
the wizard completing successfully.

"HEALTH_COMTRIBUTOR",
"POLITICE_COMTRIBUTOR",
"RELIGICUS_COMTRIBUTOR",
"AIL_RESPONDER_EVER"

FROM "DMUSERZ" "DEMO_IMPORT_MAG"

[»

COMMENT OM TABLE "DRUSER2" "DEMO_IMPORT_WMAG1" IS 'Created by Recode Transformstion Wizard. Data source is Schema: DMUSERZ,
Table: DEMO_IMPORT_MAG !

<]

| Save To File.. | | Copy To Cliphoard...

(e ] Cod

Click Finish to complete the transformation; a sample of the transformed data is
displayed.

Compute Field

It is often necessary when preparing data for data mining to derive a new column
from existing columns. For example, specific dates are usually not interesting,
but the elapsed time in days between dates may be very important (calculated
easily in the wizard as Date2 — Datel,; the difference between two date types
gives the number of days between the two dates in numerical format). Note also
that the function SYSDATE represents the current date, so for example
SYSDATE - DATE_OF_BIRTH gives AGE (in days).

The following example shows another viewpoint on Disposable Income as Fixed
Expenses, calculated as (Income — Disposable Income).

Begin by highlighting Transform on the Data pulldown menu and selecting
Compute Field (or right-click on the table/view name) to launch the wizard.
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Welcome to the Compute Field Transformation YWizard.

This wizard allowys you to create a views with one or more newy fields calculated from fields in
input data wiews, or table,

Once the viewy is created, it will appear in the navigator tree,

Click Mexd to continue.

[] skip this Page Mext Tirne

Select the table or view to be transformed (if you accessed the wizard by right-
clicking the table/view name, then the data is already known and this step is
skipped).

Select the data you want a= input to your transformation.

Schems:  DMUSER2 -
Table/view: | DEMO_IMPORT_MAG ~|
Commert:
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Enter the name of the view to be created.

Mame:

Cotntnert:

Specify the name of the view vou want crested,

DEMO_IMPORT_MAG2|

Crested by Compute Field Transformation Wizard. Data source is Schema:
DMUSER2Z, Takle: DEMO_IMPORT_MAG.

4]

Click New to construct a definition of the new column.

Delete.

“ou can define one or more new columns to be created. To add & new column,
click Mewy. To edit a column definition, click Edit. To delete a column definition, click

Marne Expreszion |

Delete
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In the Expression Editor, double-click on an attribute name to include it in the
expression. Click on the appropriate buttons to include operators. Note that many
SQL functions are available to be selected and included in the expression by
clicking the Functions tab. Enter the new attribute name in the Column Name
window.

In this example, the new column FAMILY_EXPENSES is the difference of
FAMILY_INCOME_INDICATOR and PURCHASING_POWER_INDICATOR.

You can check that the calculation is valid by clicking the Validate button.

Attrbnss | Functons | Golunn Mame: | FapiL'_EXPENSES |
[ DMUSER2 DEMO_MPORT_MAG BegasEn
D o "DEMC_IMPORT _MAG" "FAMILY _MCOME_IMDICATOR" -

-0 e "DEMO_IMPORT_MAG" "PURCHASING _POWER_INDICATOR"
] CAMELLING _UNIT_SIZE

[ LEMGTH_OF_RESIDEMCE
[ wEAR_DETAL_LISTED
[ maE_CODE

[ TRUCK_owHER

7] HOUSE_HOLD SIZE12 |
- HOUSE_HOLD_SIZERLUS

[ WAL_RESPONDER_PREY el il ol el e
<[] MG AZIME_SUBSCRIBER
[J MaIL_RESPONDER_OTHER paliiatonlestiis
D BANKCARD_CWWHER Walidation successtul | Walidate |
[ cat_owmer

~[7] DOG_CWNER

] BAMKCARD_HOLDER
~{ TRAVEL_carD

] HEALTH_COMTRIBUTOR:
[ POLMCS_CONTRIBUTCR
~[ RELIGIOUS_CONTRIBLTOR
[ MaIL_RESPOMDER_EVER

|E| |2__KJ | Cancel |

gl sl sl ozl ol ol ol il

You may want to drop the columns FAMILY_INCOME_INDICATOR and
PURCHASING_POWER_INDICATOR

after the result is created. This can be done by using the result as source in the
Create View wizard and deselecting those columns (illustrated in the next
section).

The column definition is displayed in the Define New Columns window; you may
repeat the process to define other new columns in the same window.

You can define one or more nevy columns to be created. To add & new column, click Newy. To
edit & column definition, click Edit. To delete a column definition, click Delete.

Marne Expression |
FAMILY _EXPEMNSES "DEMC _IMPORT_MAG" "FAMILY _INCOME_INDICATOR" - "DEMO_.. | Lo |
| Edt.. |
| Delete |
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You may preview the results and then choose to generate a stored procedure

from the Finish page. Click Finish to complete the transformation.

| tep |

Compute Field Transformation Wizard is complete.

U &re novw ready to create the new viewe. Click finish to proceed.

| Preview Transfarm... |

| = Back |

| Fnisn || cancel |

The view with the new column is displayed when the transformation is complete.

File V“iew Data Activity Tools Help

Dwir10_2

= Mining Activities

5

£w Data Sources

b cTxavs

B ouzys

b ouusER?

E}- @ Views

B CR_ALL_PROBS

@ CR_CUST_ALL_REY

-~y CR_HTP4_PROBS
S CR_HTP4_PROBS_RE

T CR_HTP4_RANDOM_R

-ty CUSTOMER_ALL
-y DEMO_IMPORT _MAG1

gy HOT_PROSPECTS1
-y HOT_PROSPECTS2

Tyt MARKET_BASKET

- MCARS1B1_U
B MCARSET1 _U

Structure | Data

T MCARSIE12_U

MCIEEATA |1

=]
[ D]

Activities | Server

HUMEER 2 |

Catment
Crested by Cotnpute Field Transformation Wizard. Data source is Schems: DMUSERZ, Table: |:|
DEMO IMPORT MACG b
Attributes
PH Mame Type Size Scale | AI\...‘
— || 10} MUMBER 22 ¥
b4 TITLE MUMEBER 22 v
X DWELLING_UNIT_SIZE MUMEBER 22 v
b4 FAMILY _INCOME_IMNDICATOR MUMBER 22 ¥
k.4 PURCHAZING _POWWER_IMDICA... MUMBER 22 L
;.4 ADDRESS MUMBER 22 ¥
b4 LENGTH_OF _RESIDEMCE MUMEBER 22 ¥
X YEAR_DETAIL_LISTED MUMEBER 22 v
b4 AGE_CODE MUMBER 22 ¥
b4 TRUCK_CWAWHER MUMBER 22 v
b4 HOUSE_HOLD_SIZE12 MUMBER 22 ¥
b4 HOUSE_HOLD_SIZESPLUS MUMEER 22 ¥
X MAIL_RESPONDER_PREY MUMEBER 22 i
b4 MAGAZINE_SUBSCRIBER MUMBER 22 ¥
b4 MAIL_RESPONDER_OTHER MUMEBER 22 L
b4 BAMKCARD_CWHER MUMBER 22 ¥
b4 CAT_OWWHER MUMEER 22 ¥
X DOG_OWNER MUMEBER 22 L
b4 BANHCARD_HOLDER MUMBER 22 ¥
k4 TRAVEL_CARD MUMEBER 22 L
;.4 HEALTH_COMTRIBUTOR MUMBER 22 ¥
b4 POLITICES_CONTRIEUTOR MUMEBER 22 ¥
X RELIGIOUS_CONTRIELITOR MUMEBER 22 v
b4 MAIL_RESPONDER_EVER MUMBER 22 V'-
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Create View Wizard

The Mining Activity Guides provide utilities for the combining of data from various

sources, but there are times when the Create View wizard can be used

independently of the Guides to adjust the data to be used as input to the data

mining process. One example is the elimination of attributes (columns).

Begin by selecting Create View from the Data pulldown menu. Click the plus sign

“+” next to the database connection to expand the tree listing the available

schemas. Expand the schemas to identify tables and views to be used in creating

the new view. Double-click the name DEMO_IMPORT_MAG?2 (created in the
previous section) to bring it into the work area.

File Help

:

:
:
B
B
B
B
B
:
:
:
:
:
:
:
:
:
:
:
:
:
:

[=Fjdbcoracle:thin @ST a6 1S |
S DMUSER2

H BOSTON_HOUSING_BLI
H BOSTOM_HOUSING _TES
FCLAMS_NE4_TEST |
- CLAMS_SML2_TEST
- CR_ALL_PROBS

- CR_ALL_REVSAMPLESO
HCR_ALL_REY_SAMPLE7
HCR_CUST_aLL_oUT
HCR_CUST_ALL_REV
+CR_DEMO_DT_TEST_HT
- CR_DEMO_NE_APPLY _H
- CR_DEMO_NE_TEST _HT
++CR_HTP4_PROES

+ CR_HTP4_PROBE_REY
+ CR_HTP4_RANDOM79S
CR_HTP4_RANDOM_RE
tCR_NE_HTP4_OUT
HCR_NB_TEST4

- CLISTOMER_ALL

- DEMO_MPORT _MAG

- DEMO_MPORT_MAG

DEMO_MPORT _MAG2

Select Columns |/ Create Where Clause r Edlit attributes rShow SaL |/ Wiew Results

Cptions

I

e e e e e e e e e e e e e e e e e e e e e i |

f

TITLE
DWELLING_UNIT_SIZE
FAMILY_IMCOME_INDIC..
PURCHASING_POWER
ADDRESS
LEMGTH_OF_RESIDEM...
YEAR_DETAIL_LISTED
AGE_CODE
TRUCK_OYWHER
HOUSE_HOLD_SIZE12
HOUSE_HOLD_SIZE3F...
MAIL_RESPOMDER_FR..
MAGAZINE_SUBSCRIEER
MAIL_RESPOMDER_OT
BANKCARD_DWMER
CAT_OWHER
DOG_OWMER
BANKCARD_HOLDER
TRAVEL_CARD
HEALTH_CONTRIBUTOR
FOLITICE_CONTRIBUT...
RELIGIOUS_CONTRIBU..
MAIL_RESPOMDER_EY..
FAMILY_EXPEMSES

HD
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Click the checkbox next to an attribute name to toggle inclusion of that attribute in
the new view; click the top checkbox to toggle all checkboxes.

File  Help

2FDMUSER2

BFBOSTON_HOUSING_EUI
FFEOSTON_HOUSING _TES]
B CLAIMS_NE4_TEST
B CLAIMS_SVML2_TEST
BFCR_ALL_PROBS

B CR_ALL_REVSAMPLES)
B CR_ALL_REY_SAMPLET]
B CR_CUST_ALL_OUT
B CR_CUST_ALL_REV
[+ CR_DEMO_DT_TEST_HT
[+ CR_DEMO_ME_APPLY_H
[+ CR_DEMO_ME_TEST _HT)
B CR_HTP4_PROBE

B CR_HTP4_PROBIE_REY
B CR_HTP4_RANDOMT 35
B CR_HTP4_RANDOM_RE
B CR_NB_HTP4_oUT

B CR_NB_TEST4

B CLUSTOMER_ALL

B DEMO_MPORT_MAG
B DEMO_IMPORT _MAG1
[ T

4]

-

[EFjdbcoracle:thin: @ST a6 1S * |

Select Columns r Create Where Clause r Eclit attributes rShOW el r Wiew Results

COptions

Pl |

A AAIAINAIINIAIAAIAAIAATARS]

[n]

TITLE
DWELLING_UNIT_SIFE
FAMILY_INCOME_INDIC..
PURCHASING_POWER...
ADDRESS
LENGTH_OF_RESIDEM...
YEAR_DETAIL_LISTED
AGE_CODE
TRUCK_OWHER
HOUSE_HOLD_SIZE12
HOUSE_HOLD_SIZE3P...
MAIL_RESPOMDER_PR...
MAGAZINE_SUBSCRIEER
MAIL_RESPONDER_OT...
BAMKCARD_OWMER
CAT_DWHER
DOG_OWHER
BAMKCARD_HOLDER
TRAVEL_CARD
HEALTH_CONTRIBUTOR
POLTICS_CONTRIBUT..
RELIGIOUS_CONTRIBU..
MAIL_RESPOMNDER_EV...
FAMILY_EXPEMNSES

(Il

Then click the checkboxes next to FAMILY INCOME_INDICATOR and
PURCHASING_POWER_INDICATOR to deselect those attributes.

File Help

[Erjdbe: oracle:thin @S T AWM 6 LIS |
EFDMUSER2

BFBOSTON_HOUSING _BLI
BFBOSTON_HOUSING _TES]
BHCLAIMS_NE4_TEST
BFCLAIMS _SYML2_TEST
BHCR_ALL_PROES
BHCR_ALL_REYSAMPLESD
BHCR_ALL_REY_SAMPLET]
BHCR_CUST_ALL_OUT
BHCR_CUST_ALL_REY
BHCR_DEMO_DT_TEST_HT
HCR_DEMO_NE_APRLY _H
F-CR_DEMO_NE_TEST_HT
BHCR_HTP4_PROES
BHCR_HTP4_PROBE_REY
BHCR_HTP4_RANDOM7IS
BHCR_HTP4_RANDOM_RE
BHCR_ME_HTP4_OUT
B-CR_ME_TEST4
BRCUSTOMER_ALL
F-DEMO_IMPORT_MAG
F-DEMO_IMPORT_MAG

i

Select Columnz r Create Where Clause r Edit attributes r Show SGL r Wiewy Resultts

AN AT NCRA

In]

TITLE
DWELLING_UNIT_SIZE
FAMILY_INCOME_INDIC...

ADDRESS
LEMGTH_OF_RESIDEN...
YEAR_DETAIL_LISTED
AGE_CODE
TRUCK_OWMER
HOUSE_HOLD_SIZE12
HOUSE_HOLD_SIZE3P...
MAIL_RESFONDER_PR..
MAGAZINE_SUBSCRIBER
MAIL_RESFONDER_OT...
BAMKCARD_OWMNER
CAT_OWNER
DOG_OWNER
BAMKCARD_HOLDER
TRAVEL_CARD
HEALTH_CONTRIBUTOR
POLITICS_CONTRIBUT...
RELIGIOUS_CONTRIBL..
MAIL_RESFONMDER_EV..
FAMILY_EXFEMNSES

[ ]¥

7
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Select Create View from the File pulldown menu and enter the name of the
resultant view in the dialog box; then click OK.

Specity the name of the view you want createcd.

Marne: DEMO_IMPORT _MAGS

Camment:

Help Ok, J | Cancel

When the view has been created, a sample of the data is displayed. Dismiss the
Create View wizard by selecting Exit from the wizard’s File pulldown menu.
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Chapter 3 — Overview of Mining Activity Guides

When the data mining problem has been defined and the source data identified,
there are two phases remaining in the data mining process: Build/Evaluate
models, and deploy the results.

Oracle Data Miner contains activity guides for the purpose of carrying out these
phases with the minimum of required intervention. Moreover, the implicit and
explicit choices and settings used in the Build activity can be passed on
seamlessly to the Apply or Test activities, so that many operations usually
required are hidden or eliminated.

You can choose to let the algorithms and the activity guides optimize the settings
internally; in that case, you need only identify the data (and target, if required),
and specify the data mining algorithm. However, the expert who is familiar with
the effects of parameter adjustments can choose to gain access to each of the
parameters and can modify the operations manually.

This chapter illustrates the appearance and steps presented in the Activity Guide
wizards; the reasons behind the entries and choices will be explained in the
discussions of individual algorithms.

The Build Activity
The Build Activity wizard allows you to:
e |dentify supplemental data to add to the case table (the basic
source data)
e Select the data mining functionality and algorithm

e Adjust the activity settings manually, rather than to accept
automatic settings

The Mining Activity Build wizard is launched from the Activity pull-down menu:

EHH Tools  He

Apply ...



Select Build to activate the wizard and click Next on the Welcome page.

<% New Activity Wizard - Welcome I x|

Build Activity Wizard

This wizard crestes a new Mining Build Activity.

The Mining Build Activity will guids you through the process of creating a datsmining model. At each step, optimal defaults will be
set based on the selected fucntion type, algorithm and the characteristics of the data

Click Mext to proceed.

D Skip this Page Next Time

| hHew | [ hext= | cancel |

Choose the Function to use (this example uses Classification) and click Next:

Select Mining Activity Type

Choosze & model function type and algorithm. Review the descriptions to be sure you have picked the most appropriste
selections. Click the Help button for additional details.

Function Type: | Classification =

Algarithm nomaly Detection

[Azsociation Rules

Attribute Importance
h

Dezcription:

Clustering
Feature Extraction
Fegression

- Uzed when you need explict rules explaining predictions
Usage:

In & classification problem, you have a number of cazes (examples) ahd wish to predict which of several
claszes each case belongs to. Each case has multiple sttributes; each attribute takes on one of several
possible values. The attributes consist of multiple predictor attributes (independent variables) and one target
attribute (dependent varisble). Each of the target attribute's possible values is a class to be predicted on the
basiz of that case's predictor sttribute values.

| Hep | | <Back || med» | | cancel |




Choose the algorithm to use (this example uses Naive Bayes) and click Next:

selections. Click t

Function Type:
Algarithen:

Description:

Select Mining Activity Type

Choose a model function type and algorithm. Review the descriptions to be sure vou have picked the most appropriate

he Help button for sdditional details.

| Classification - |
|Naive Bavyes = |
Adaptive Bayes Metwork

Decizion Tree

Maive Bayes

Support Yector Machine
Maive Bayes Algorithm:

- Fast build using Bayes Theorem.
Usage:

In & clagsification problem, you have a number of cazes (examples) and wish to predict which of several
classes each case belongs to. Each case has multiple attributes; each attribute takes on one of zeveral
possible values. The attributes consist of muliple predictor attributes (independent variables) and one target
attribute (dependent variable). Each of the target sttribute's possible values iz a class to be predicted onthe
basis of that case's predictor attribute values.

| e |

Specifying Source Data

| = Back || Mext = l | Cancel |

The next steps have to do with identifying the source data for the activity; in part
these steps are dependent on the type of activity and the type of data available.
Some typical steps are shown.

The Case Table or View

The “core” data has been

identified (usually called the “case” table) and possibly

transformed as discussed in Chapter 2. This example uses the view
MINING_DATA_BUILD_V to build the model.

A later step in the wizard will employ heuristics to eliminate some attributes
automatically; normally each attribute should remain selected in this step unless
you know that it should be eliminated for some reason, such as a legal
prohibition against using certain information in analysis.



The possibilities for gathering data are:

1. The case table or view contains all the data to be mined.

2. Other tables or views contain additional simple attributes of an
individual, such as FIRST_NAME, LAST_NAME, etc.

3. Other tables or views contain complex attributes of an individual
such as a list of products purchased or a list of telephone calls for a
given period (sometimes called “transactional” data).

4. The data to be mined consists of transactional data only; in this
case, the case table must be constructed from the transactional
data, and might consist only of a column containing the unique
identifiers for the individuals and a target column.

In each case, the unique identifier for each row must be selected from the pull-
down menu as shown.

Select the Case Table

Select the table containing the "cases" (individual recordsiows) that will be input to your mining activity. You can unselect
any table columns that you know should not be considered as mining sttributes. You can also join additional data in with the
caze table by selecting the checkbox below

Schema: |DMUSER1 - |

Tabletview: [MINING_DaTa_BLILD -|

[F] Jaity additional data with caze table

Unigue leertifier: (5 Single Key: |<selects - |

() Compaound, or Maone  |<Select>

MOTE: Compound (mulAFFINITY _CARD

tahle. This cantake a JAGE
EOOKKEEPING_APPLICATION

Sglect Calumns: | o japt |Name BULK_PACH_DISKETTES

Vv AFFINITY_CACOUNTRY_MNAME

VM AGE CUST_GENDER

¥ BOOKKEEPI

Vv | BULK_PACK_DISKETTES HNUMBER

W COUNTRY_MAME VARCHARZ

v | CUST_GENDER CHAR

¥ | CUsST_ID MNUMBER

V¥ CUST_INCOME_LEVEL VARCHARZ

¥ CUST_MARITAL_STATUS VARCHARZ

v EDUCATION VARCHARZ

[V FLAT PANEL MOMITOR NUMBER b
Sampling Settings ...

| Help | | = Back || Mext = | Cancel |

All statistics are based on a sample of the case table; the default is a random
sample whose size, N cases, is determined by the Preference Settings (see
Appendix B). If the data is very large, there may be performance and resource
issues — you can click Sampling Settings to choose the first N rows rather than a
random sample.



No Additional Data

Possibility 1 is the easiest; in Step 2 of the wizard, ensure that the box “Join
additional data with case table” is not checked, and click Next to proceed directly
to the Target selection step.

Select the Case Table

Select the table containing the "cases" (individual recordsiows) that will be input to your mining activity. You can unselect
any table columns that you know should not be considered as mining sttributes. You can also join additional data in with the
caze table by selecting the checkbox below

Scherma: |DMUSER1 - |

Tabletview: [MINING_DaTa_BLILD -|

[F] Jaity additional data with caze table

Uniue Idertifier: () Single Key: |cusT_D ~ |

() Compound, or None
MOTE: Compaound (multi-column), or asbsense of unigue idertifiers requires crestion of & supporting
takle. This cantake a significant amount of time and disk space.

Sglect Calumns: | o japt |Name Data Type
¥ | AFFINITY_CARD NUMBER |
VM AGE NUMBER
¥ | BOOKKEEFING_APPLICATION NUMBER
¥ BULK_PACK_DISKETTES NUMBER
W COUNTRY_MAME WARCHARZ
¥ | CUST_GENDER CHAR
¥ | CUsST_ID MNUMBER H
V¥ CUST_INCOME_LEVEL WARCHARZ
¥ | CUST_MARITAL_STATUS VARCHAR?Z
¥ EDUCATION WARCHARZ |
V¥ FLAT PAMEL MONITOR NUMBER |~

Sampling Settings ...

| Help | | = Back || Mext = J | Cancel |

The other three possibilities require that you check the box; then clicking Next
takes you to steps used to identify the additional data to include.



Simple Additional Data

Suppose that you wish to add customer_city from the table CUSTOMERS in the
SH schema to each row of the base table (possibility 2).

You will next see the page shown below in which you can expand the schema
name to display the tables/views of that schema.

[ ter |

Join Additional Tables

Available Tahbles:

Select tables you wart to join with the caze table and define the type of relstionship for each table. The relstionzhip
detinition will allow you to perfortn "one to one" and "ohe to many" joins.

Selected Tables:

[
[
[
[
[
[
[
c

- -

i RaH
i-[8 cTxsvys
-8 DMsvs
iR ExFsvs
-8 MDS VS
o[ oLapsvs
o[58 ORDSYS
-f sH

- B COUMTRIES

E PRODUCTS

oo SMLES
- [ SUPPLEMENTARY _DEMOGRAPHICS

#-{@ svs
[ SYSTEM
[ WMSYS
[ XDB

Marne Relationzhip

[«)]

| <Bock || best~ i | cancel |

Highlight the table containing the desired attributes and click “>” to move the
table into the right-hand frame.

Add Related Tables

Migzing messane

[ RaH
o[ cTeavs
[ DMsvs
7 [ ExFavs
o [F MDsvs
i-[8 oLapsys
v [ oRDEYS
B sH
- B COUNTRIES
- B PRODUCTS
Lo SALES
o B SUPPLEMENTARY DEMOGRAPHCS
[ svs
-0 svsTEM
B[ vmizys
- xoB

b
E
B
B
B
B
B
E

Mame Relationship
'SH "CUSTOMERS"

«lv)




Click Define in the Relationship column to specify the matching identifiers in the
two tables. A new window pops up.

T New Activity Wizard - Step 3 of 6: Additional Data

Join Additional Tables

Available Tables:

Select tables you want to join with the case table and define the type of relationship for each table. The relationship
definition will allovy you to perform "one to one" and "one to many" joins.

[ DMUSER1
B cresvs

dit Relationship

Hey Column Mappings:

‘ Selected Tables:

In arder to join the related table with your case table, you must first add the key column mappings
required to petform the join. Theh you can define the relstionship type.

Caze Table Column

Related Table Column

=Select=

=Select=

Relationship Type:

nnnnnnnnnnnnnnnnnnnnn

One to One

Select columns that you wish to include in the join.

Relationship

Edit...

x|

Ilesa |

| Detete |

We know that CUST_ID in the Case table and CUST_ID in the related table use
the same value to identify a customer uniquely, so click <select> in each column
to choose the appropriate name from the list.

If more than one column is required to establish uniqueness, click New to add

another column to the list.

In arder to join the related table with your caze table, you must first add the key column mappings
required to perfortn the join. Then you can define the relationship type.

ey Column Mappings:

Casze Tahle Column

Related Table Column

==elect=

CUST_EFF_TO
CUST_EMAIL
CUST_FIRST_MAME
CUST_GEMDER

CLUST_ID
CUST_INCOME_LEVEL
CUST_LAST_MAME

Relationzhip Type: Oneto One

Dk
3
=




This is a simple one-to-one relationship — one discrete piece of information for
each individual in the related table is added in a new column in the case table, so
in the Relationship Type pull-down menu, select One to One. Then click the
appropriate checkboxe to include CUST_CITY as a new column in the input data.
Then click OK to return to the Join Additional Tables screen, and if there are no
other tables to join, click Next to proceed to input/target selection page.

In arder ta join the related table with your caze table, you must first add the key column mappings
required ta perform the join. Then you can define the relationship type.

ey Column Mappings:

Casze Takle Column Related Table Colutnn

Relationship Type: One to One k7

Select columns that you wish to include in the join.

Selected Tahle Calumns:

Include = Column Mame
CUST_CITY
[ COUMTRY _ID
= CUST_CITY_ID
] CUST_CREDIT_LIMIT
E CUST_EFF_FROM
[ CUST EFF_TO
Help | | K J | Cancel




Complex Additional Data

Suppose that you want to include an indication of purchases made by each
customer in a certain period — the amount of money spent on each product by
each customer.

This information is contained in the SALES table of the SH schema, so proceed
as in the Simple Additional Data example to select the SALES table, and click
Define to specify the identifier for each table.

We want to include such information as the fact that customer #1234 spent $35
for Mouse Pads and $127 for Printing Supplies. This type of information can be
accommodated in a single table row by creating what is called a Nested Column.

NOTE: Nested columns are not supported for the Decision Tree algorithm

The relationship associates one customer with multiple purchases, so select One
to Many in the pull-down menu.

I order to join the related table with vour case table, yvou must first add the key column mappings
required to pertarim the join. Then you can define the relationship type.

Hey Caolumn Mappings:

Caze Table Calumn Related Table Column

Relationship Type: One to Many =

et the "Group By" column to your aggregation level and then select the "VYalue Colurmn® you
want to aggregate along with an "Aggregation” method.

Tranzactional Column Mappings:

Aligs Walue Columb) Group By C... Prefix Agoregation | Mining T':.-'pe| | M |
| Edt |
| Delete |
Help | (] J | Cancel |




Click New to launch a dialog box used to specify the complex value to be added

to each customer’s row.

Edit mapping definition

Yalue Column: | =zelect=

- |

Mapping Matme:

A tomatic

hining Type: |

Graup By | =Caser

Agaregation: |

Unigque Prefix:  0_
Sparsity: [ Data iz Sparse

| Hep |

1K

| | Cancel |

A new column will be created that can be thought of as a “table within a table”,
with two columns labeled NAME and VALUE. NAME is the identifier for an entry
in this column, such as the product ID for an item purchased (perhaps several
times), and VALUE is the aggregated value, such as the total amount spent for
purchases of a particular item. To avoid conflicts in names found in more than
one nested column, a unique prefix is added to each NAME value in this nested
column. The Mapping Name is an Alias for this new complex column, and by
default it is the same as Value Column. For each CUST_ID in the case table, the
entries are aggregated and grouped to get the list of products (PROD _ID) and
total spent (AMOUNT_SOLD) for each product.

Edit mapping definition

Walue Columi: |AMOUNT_SOLD

d |

Atomatic

Mapping Matme:
Mikitig Ty pe: | niuererical
Group By: | PROD_ID

Ao egation: | SLIM

Unigue Prefix:  0_
Sparsity: |:| Data is Sparse

Help |

1K

| | Cancel




So for example, the source data for the mining operation will have one row for
each customer, with a column named AMOUNT _SOLD containing the
aggregated sales information for that customer. If customer 123 purchased:

Prod1l $2
Prod23 $4
Prod1l $2
Prod1l $2
Prod23 $4

Then entry in the nested column AMOUNT_SOLD for Cust_id = 123 has the
following form:

Prod1l 6
Prod23 8

Click OK in the Edit Mapping Definition box to see the summary, and OK to
return to the Join Additional Tables step.

In order to join the relsted takble with your caze table, you must first add the key column mappings required to perfarm the jain.
Then you can define the relationship type.

Key Columh Mappings:

Case Table Colutnn Related Table Calutmn

Relstionship Type: One to Mary -

Set the "Group By" column to your aggregation level and then select the "Value Colurmn® you wwant to aggregate along with an
"Aggregation” method.

Transactional Calumn Mappings:

Alias Walue Column | Group By Column Prefix Aggregation Mining Type | Mesw |
AMOUNT_S0OLD  |AMOUNT _S0LD —

=

| Delete |

Help | Ok J | Cancel |




Join Additional Tables

Select tables you want to join with the case table and define the type of relationship for each table. The relstionship
definition will allow you to perform "one to one” and "one to many" joins.

Available Tables:

Selected Tables:

{5 DMUSER

fHcresvs

EHomsvs

B ExFsvs

EHmosvs

[ oLapsys

[ ORDSYS

-0 sH

“ E COUNTRIES

B CUSTOMERS

5 PRODUCTS
“ B SUPPLEMENTARY _DEMOGRAPHICS

+-[8 5vs

o[ SYSTEM

o[ wMs s

7[5 XDB

[+ )]

Mame

Relationship

Click Next to proceed to input/target selection page.

Cancel



Transactional Data Only

In special situations such as in Life Sciences problems, where each individual
may have a very high number (perhaps thousands) of attributes, all the data is
contained in a transactional-format table. This table must contain at least the
three columns indicating the unique case ID, the attribute name, and the attribute
value.

For example, the attributes may be gene expression names and the attribute
value is a gene expression value. Typically, the attribute values have been
normalized and binned to obtain binary values of 0 and 1 (representing, for
example, that the gene expression for a particular case is above (1) or below (0)
the average value for that gene.

For each case, there is one attribute name and value pair representing the target
value — for example Target=1 means “responds to treatment” and Target=0
means “does not respond to treatment”.

Suppose that we have a transactional table LYMPH_OUTCOME_BINNED with
5591 gene expressions for each of 58 patients and the binary target OUTCOME
(0/1) indicating the success in treating Lymphoma patients. The business
problem consists of the likely success in treating a particular patient based only
on the values of gene expressions for that patient.

The first step is to separate the case table information (ID, OUTCOME) from the
gene information to be joined in as a nested column.

In the Create View wizard, select the table and click the checkbox to include all
three columns.

|/ Select Columns |/ Create Where Clauze r Edit attributes |/ Shiowe SEL |

.L‘HMF'H_DLITCOME_EIINNED 2= [#

Cptions
v ATTRIBUTE
v MAME 2

Then click the Create Where Clause tab and choose ATTRIBUTE = outcome.

|/ Select Columbs |/ Create Where Clausze |/ Edlit aftribwtes |/ Shiowy SEL |

B 2rireUTE ~ |- ~ || autcome |




After creating the view (File - Create View), eliminate the ATTRIBUTE column
by using the Create View wizard again on the result to produce the case table

with two columns containing only the case ID and the target value:

CASE | NAME2 |

20
21
27
23
24
25
26
27
25
29
30
e
57
33
54
35
36
57
35
59
40
41
42
43
44
45
46
47
45
49
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The final data preparation step involves removing the target values from the
original table LYMPH_OUTCOME_BINNED using the Filter Single Record
transform, explained in Chapter 2. The entry in the Expression Editor is:

Expression
"Ly WPH_OUTCOME _BINMED" "ATTRIBUTE" = 'outcarme’




When using this data in an Activity Guide, the transactional data will be joined to

the case table in one-to-many format as follows:

72 New Column Mapping il
Edit mapping definition
Walug Column: | MAMEZ |
Mapping Marme; A tomatic
hining Type: |numeri|:al bt |
Group By: | ATTRIBUTE |

Aggregation: | SLIM

Unigque Prefix:  0_
Sparsity: [ | Dsta is Sparse

| Help | | Ok J| Cancel |

Since there is only one occurrence of a given gene expression value for each
patient, the choice of SUM for the aggregation ensures that the values will not be
aggregated at all (that is, SUM acts as a NO_OP since there’s only one number
to “add up” for each case), and the entry in the nested column for a particular

patient is exactly the list of gene expression values for that patient.

In this example, each patient has a value for every gene expression, so the data

is not sparse; ensure that the appropriate checkbox is cleared.

Click OK and OK again to return to the Join Additional Data page.

When the join operation dialog is completed, Click Next to proceed to input/target

selection page.



Review Data Usage Settings

The case table is displayed along with the data joined in from the other tables; a
combination from the second and third join types is shown: the column copied
from CUSTOMERS and the new nested column, assigned the alias name TXNL1,
containing the transactional data derived from several columns in SALES.

For a Classification, Attribute Importance, or Regression problem, the target, that
is the attribute to be predicted, must be specified. In this example, the target is
AFFINITY_CARD; click the radio button to indicate the target.

An attribute can be dense or sparse; sparsity is normally a measure of the
percentage of cases with NULL value for that attribute. In the case of a nested
column containing transactional data, sparsity is an indication of the percentage
of possible values included. For example, if an average customer’s records show
the purchase of 4 of a possible 10,000 products, then that transactional attribute
is sparse. Internal heuristics are applied to assign a checkmark or not to the
sparsity indicator on this page; you can change the indicator if you have
knowledge contradicting the heuristics.

Review Data Usage Settings

Select the column for the target. ¥ou can change the column settings to better match your understanding of the data. The
default zettings have been determined for each column based on the activity type and the characteristics of the data.

Diata Surnmary

| e |

| = Back " Mext = |

Mame Alias |Target |Input |Data Tyvpe Mining Type |Sparsity |
EIDMUSER1 MINING_DA. .
AFFINITY_CARD AFFINITY_CARD | o | =™ |NUMEER nurmerical | B |
AGE AGE s ¥ | NUMBER nurmetical r
BOOKKEERING_AP.. BOOKKEEPING_AP..| ¥ | NUMEER nurnetical r
EULK_PACK_DISK.. BULK_PACK DISK. | ¥ | MUMBER nurnerical r
COUNTRY_NAME | COUNTRY_MAME s V¥ WARCHARZ categarical r
CUST_GENDER CUST_GENDER s ¥ | cHaR categarical r
CUST_ID CUST_ID s ¥ | NUMBER nurmerical r
CUST_INCOME_LE.. | CUST_INCOME_LE..| ¥ WARCHARZ categarical r
CUST_MARITAL_S.. CUST_MARITAL 5. | ¥ |WARCHARZ categarical r
EDUCATION EDUCATION s ¥ WARCHARZ categarical r
FLAT_PAMEL_MOM... FLAT PAMEL_MOM..| ¥ | MNUMBER nurnerical r
HOME_THEATER_.. HOME_THEATER_.. | V¥ | NUMEER nurnerical r
HOUSEHOLD_SIZE | HOUSEHOLD_SIZE s ¥ | WARCHARZ categarical r
OCCUPATION OCCUPATION s ¥ WARCHARZ categarical r
05_DOC_SET KA. |OS_DOC_SET KA. | ¥ | NUMEER nurnerical r
PRINTER_SUPFLIES PRINTER_SUPFLIES| ¥ | NUMBER nurmerical r
YRE_RESIDENCE | YRS_RESIDENCE s ¥ | NUMEER nurnerical r
¥_BOX_GAMES ¥_BOX_GAMES s ¥ | NUMBER nurmerical r
EISH.SALES
THMO THMO ¥ NUMEER numerical =
EISH.CUSTOMERS
CUST_CITY CUST_CITY s ¥ WARCHARZ categarical r

| Cancel |



The value in a column has a data type in the definition of the table or view in the
database, but the types seen by the data mining engine are different. For
example, a NUMBER data type indicating age is numerical from a mining
viewpoint, but the numbers 1, 2, and 3 used as labels to indicate Low, Medium,
and High are not numerical, and should be described as categorical for mining
purposes.

A structured character string such as the values in a column COLOR, with
possible values RED, GREEN, and BLUE, is categorical for mining purposes, but
unstructured text, such as physician’s notes about a patient, should have mining
type text. Internal heuristics are used to assign a mining type, but you can
change the assignment by clicking the type and selecting from a pull-down menu
as shown below:

OCCUPATION OCCUPATION s IV  |WARCHARZ  categorical r
08_DO0C_SET_KA.. | 0S_DOC_SET KA. | ¥  NUMBER nurmerical r
FETS FETS . ¥  MUMBER numerical r
PRIMTER_SUPPLI.. PRINTER_SUPPLI.. ¥ | NUMBER numerical r

PROMO_RESPOMD |[PROMO_RESPOND | @ | [ [WUMBER

SHIF‘F‘ING_ADDR... SHIFFING_ADDRE..| V¥ wARCHARZ

SRE_CITIZEN SR_CITIZEMN 8 ¥  NUWBER

TOP_REASON_FO.. | TOP_REASON_FO.. (o V¥ wARCHARZ

SHIPPING_ADDR... | EHIPPING_ADDRE.. ¥ waRCHARZ categarical r
SR_CITIZEN SR_CITIZEN [ v numerical r

MNLUMBER

TOP_REASOM FO_ | @ | @ |1

OF_REASOM_FO ...

WKS_SINCE_LAS.. WKS_SINCE_LAS.. ¥  NUMBER
WORKCLASS WORKCLASS s ¥ vaRCHARZ? [T

YRE_RESIDENCE |YRE_RESIDEMCE e ¥ NUMBER numerical

Select the Preferred Target Value

The choice on this page indicates which of the target values is the object of the
analysis. In the Affinity Card problem, the preferred customer is the high-value
customer, designated by the target value 1. Select 1 for the Preferred Target
Value and click Next.

Select Preferred Target Yalue

The preferred target walue shouldd be & target value that is most impottart to you in testing the madel.
You will be able to change the target value as needed and retest the model once the activity had been completed.

Preferred Target Valus: 1 At




Activity Name

Enter a descriptive name for the activity and click Next

Activity Name

Enter the name for the neww Mining Activity .

Mame: [MrING _acTriTy_DEMO_Rad|

Cormment:

[»

Finishing the Wizard

The last step of the Activity wizard presents the opportunity to automate the
process from this point with no further intervention required.

Mewr Activity Wvizard is complete

Click Finizh to creste the Mining Activity. You can change the default settings by clicking the Advanced Settings button.

Run upon finish
[ < Back ] [ Finish ][ Cancel ]




Click “Advanced Settings” to modify any of the settings for any step in the
Activity.

Shown below are settings pertaining to splitting the data into Training and
Testing subsets. These and other parameters will be explained in the sections
discussing activities for individual algorithms. Click OK to return to the Finish

page.

7% pdvanced Settings Dialog ﬁl

(‘sample | Discretize | Spit | Buld | TestMetrics

Erable Step
Options

You can adjust the percentage of cazes allocated to the test and build tables.

Tatal Caze Count: 1300

Create A= (3) Table () Wiew

I (73} |

Build Takle Test Table
Count: a00 Count: (=101
Percertage: 1] Percentage: 40

Check “Run upon Finish” to take advantage of default and optimized settings
(and your own input if you chose Advanced Settings) throughout the Activity.

When the Activity wizard is completed, the steps appropriate to the chosen
activity are displayed. If you chose Run upon Finish, the steps are executed to
completion in sequence and a check appears on the right side of each step as it
is completed.

If you didn’t check Run Upon Finish, you can click Options in any step to adjust
settings. Then click Run Activity at the upper right (below the Edit button) to
execute the entire sequence, or click Run within a Step to execute that step
alone.

The steps and settings for each activity will be discussed in later sections.



MName: MINING_ACTIVITY_DEMO_BA1

Ty pe Maive Bayes Mining Activity

Case Table: DMUSERT MIMNG DATA BUILD

Unigue Idertifier: CUST_ID

Target: DMUSERT MINING_DATA _BUILD_ W AFFINITY_CARD

Comment: | | Eciit...

Minitiey Diata

Sctivity Steps: | Run Activiy |

[] Sample =] skipped

Thiz step samples the mining data. Athough not normally required, this step can be used to sample very large data sets. To
complete thiz step manually, click Run,

| Options... || Reset |

Discretize ¥ Completed

This transfarmation step discretizes the mining data. To complete this step manually, click Run.

Output Data [ optians. . || Reset |
Split ¥ Completed
This transformation step splits the mining data into build and test data sets. To complete this step manually, click Run.
Output Data | options... || Reset |
Build ¥ Completed
Thiz step builds the mining model. To complete this step manually, click Fun.
Build Dstar (0 Resut [ optians. . || Reset |
Test Metrics ¥ Complated
This step crestes a test metric result. To complete this step manually, click Run. |

If you joined in additional transactional data, you can see the content of the
nested column by clicking Mining Data. However, once the model building
begins, the nested column is not visible, so you won’t see the column contents if
you click Build Data in the Build step.

If the activity builds a supervised model, then the model is applied to the hold-out
sample created in the Split step and measurements of the model's effectiveness
are reported in the test Metrics step. The display of the test results allows you to
select the model that best fits your business problem. You can then apply that
model to new data to produce results that will benefit your business. Details are
explained in later chapters.

After an activity completes, you can click Reset, then Options in any step,
change settings, and click Run Activity to execute the activity from the changed
step to conclusion. Note that this action overwrites results obtained before the
changes.



The Apply Activity

Launch the Activity Guide Apply wizard from the Activity menu:

EHH Toolsz  He

Build...

When a model is applied to new data, the input data must be prepared and
transformed in exactly the same way that the source data for the Build activity
was prepared. As noted on the Welcome screen, the Apply activity is based on a
Build activity, and the Build activity will pass to the Apply activity whatever
knowledge is required to prepare the input data appropriately. Click Next to
proceed.

Mining Apply Activity Wizard

This wizard creates a nev Mining Apply Activity .

An Apply Activity is crested bazed on a completed Build Activity . Each required Apply
transfarmation step will be completed autamatically if & corresponding Build

transformation step was completed.

Click Mext to proceed.

[ Skip this Page Mext Time

| Help | | et = | | Cancel |
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Select the Build Activity that was used to create the model, and all the
information about data preparation and model metadata will be passed to the
apply activity. The only decisions required relate to the format of the output.

The Apply Activity will be discussed more in relation to individual algorithms.

Select a Build Activity

Select a completed build activity to be used for cresting an apply activity. You may
select a standalone model if the model was not buitt using Data Miner.

(%) Build Activity

(:J Standalone Mining Mode!

E Anomaly Detection
E-[F Classification
& DEMO_DT Bt
% DEMO_SWML_Bit
: €% DEMO_DT_Baz
[:_2 Clustering

[:_2 Feature Extraction
[:_2 Regression

| Help | | = Back | It = i | Cancel



The Test Activity

Under most circumstances for Supervised Learning problems, you will rely on the
Build Activity to split the data into two mutually exclusive subsets, one used to
build the model, the other used in the Test Metrics step of the activity.

However, if the data is already split into Build and Test subsets, you can run a
Build activity and specify that the Split step and the Test Metrics step be skipped
(by clearing the checkbox in the Split and Test Metrics tabs of Advanced Settings
on the Finish page). Then you can launch a separate Test Activity to create the
Test Metrics results.

Select Test in the Activity pull-down menu:

T

Biiled. ..
Appaly ...

In Step 1 of the Test activity you identify the Build activity that created the model
that you wish to test, then click Next.

Select a Build Activity

Select a completed build activity to be used for creating a test activity. You may
zelect a standalone model if the model was nat built using Data Miner.

(%) Build &ctivity

'3::1' hocel Mot Crested Through & Build Activity

EHLF Classification -
----- % DEMO_ABN_MF_BA1

----- £% DEMD_aEN_SF_Bad

----- £% DEMO_DT_NCL_TEST_Ba1
----- £ DEMO_DT_NOTEST_Ba
----- FEMD_HE_HOTEST BAd
----- £ DEMO_SvMG_Bad

----- % DEMO_SvhL_Bad

----- & LYyMPH_ABN_NE_55_BA1
----- & LyMPH_NBES_BA

----- & LvMPH_SWM_BA

----- & LvMPHI_SvM_aLL_Bad |4
----- B MINING_ACTIVITY _DEMO_BAT
----- £ PATIENT_DT_Bad

----- % PATIENT SURVIVAL DT Bl -

| Help | | = Back || et = J | Cancel |




In Step 2, click Select and highlight the table/view to be used for the testing, then

click Next.

Select Test Data Sources

Select the test data sources that correspond to the original build input dsta

zources. Build and test data sources must be compatible. Howewver | any missing
test attributes will be recreated with MULL wales.

Builct Data

Apply Data

"OMUSERT" "MIMING_DAT... ["DRWUSERA" "WINIMG_DAT ..

£ Select Apply Table

EEE WIS _ O T A APPL ¥ o (60 T TS

o B MIMING_DATA_&PPLY_STR_Y

o B MIMING_DATA_BPPLY

< B MIMING _DATA,_BUILD_RECODE_
- B MIMING_DATA_BUILD_STR_Y

- MIMING _DATA_BUILD_Y

o B MIMIMG_DATA_ONE_CLASS W

MIMING DTS TEST W

- B MIMING_TEST_MESTED_TEXT
o MIMIMG _TEST_TEXT

- B ODD_EXPENSE

- B PATIENT _SURWIWAL

- B PRODUCTS2894736

Cancel

In Step 3, designate the preferred target value (as in the Build activity), then click

Next.

Select Preferred Target Value

The preferred target value should be & target value that iz most important to you in
testing the maodel.
You will be able to change the target value az needed and retest the model once
the activity had beet completed.

Preferred Taroet “alue: 1




In Step 4, enter a name that relates the Test Activity to the Build Activity, then

click Next and click Finish on the final page.

Activity Name

Enter the name for the nevy Mining Activity .

Maime: | DEMC_ME_MOTEST Tad|
Commert: =
When the activity completes, you will be able to access the Test Metrics.
MName: DEMO DT _MOTEST_TA1
Type: Decision Tree Mining Test Activity
Source Build Activity: DEMD DT MOTEST B&1
Caze Tahle: DRMUSERT MIMIMNG DTS TEST W
Unigue [dentifier: Automatically Generated
Comment: | Ecit__
A Mining Dsta
Activity Steps:

Test Metrics

B Test Data (g Resut

Thiz step creates atest metric result. To commplete this step manually, click Run.

¥ Completed

Select ROC Threshold







Chapter 4 — Attribute Importance

If a data set has many attributes, it’s likely that not all will contribute to a
predictive model; in fact, some attributes may simply add noise - that is, they
actually detract from the model’s value.

Oracle Data Mining provides a feature called Attribute Importance (Al) that uses
the algorithm Minimum Description Length (MDL) to rank the attributes by
significance in determining the target value.

Attribute Importance can be used to reduce the size of a Classification problem,
giving the user the knowledge needed to eliminate some attributes, thus
increasing speed and accuracy.

Note that the Adaptive Bayes Network and the Decision Tree algorithms include
components that rank attributes as part of the model build operation, so Attribute
Importance is most useful as a preprocessor for Naive Bayes or Support Vector
Machines.

Recall that the view MINING_DATA_BUILD_V discussed in Chapter 2 represents
the result of a test marketing campaign. A small random sample of customers
received affinity cards (sometimes called “loyalty cards”, swiped at the point of
sale to identify the customer and to activate selected discounts) and their
purchases were tracked for several months. A business decision defined a
threshold of spending; anyone spending more than the threshold amount is
called a “high-revenue customer”, and the value 1 is entered in the
AFFINITY_CARD column for that customer.

The business problem consists of identifying the likely high-revenue customers
from among all customers for the purpose of offering incentives to increase
loyalty among high-revenue customers. The data mining solution consists of
building a predictive model from the results of the test campaign that can be
applied to the entire customer base in order to distinguish the most valuable
customers from the others.

The first question is: “what characteristics are the best indicators of a high-
revenue customer?” To determine the answer, an Attribute Importance activity is
defined and executed.



Choose Build from the Activity pull-down menu to launch the activity wizard, and

select Attribute Importance as the Function (there is only one choice of

algorithm). Click Next.

Select Mining Activity Type

selections. Click the Help button for additional details

Choose a model function type and algorithm. Review the descriptions to be sure you have picked the most appropriste

Function Type: | attribute Importance

Algarithm: [Anomaly Detection

| A=zociation Rules
Description: i

Clazsification

Clustering
Festure Extraction
Regression

Usage:

wttribute Importance ranks the predictive attributes by eliminating redundant, irrelevant, or uninformative
sttributes and identifying those predictor sttributes that may have the most influence in making predictions

| teb |

Select MINING_DATA BUILD_V as the Case table. Select CUST _ID as the

| = Back " Pt = i ‘ Cancel |

Identifier and ensure that the checkbox for additional data is cleared. Click Next.

Selectthe Case Table

case table by selecting the checkbox below

Select the table containing the "cases" Cindividual recordsirovwes] that will be input to your mining activity. You can unselect
aty tahle columng that you knowe should hot be considered as mining attributes. You can also join addtional data in with the

Schern: |omusER1

Tablenfiew: | MINING_DATA_BUILD

[ deir scicltiorsl data with case table

Unique ldsrtifier:  (5) single Hey: ¥ _BOX_GAMES

] Cormpound, of Mone  [=Select=

MNOTE: Compound (mul AFFINITY _CARD

table. This can take a 48.GE
B OHKEERIMG _APPLICATICON
Select Columns: | gpigot | ame EULK_PACK_DISKETTES
AFFIMITY_CACOUNTRY _NAME
AGE (CUST_GEMDER
BOOKKEEFI|EEE M)
BULK_PACK_DISKETTES
COUNTRY_MAME
CUST_GENDER
CUST_ID
CUST_INCOME_LEVEL
CLUST_MARITAL_STATUS
EDUCATION
FLAT PAMEL MOMITOR

RUIRUC I (KR VR R

| tew |

MNUMBER:
WARCHARZ
CHAR
MUMBER
YARCHARZ
WARCHARZ
YARCHARZ
MUMBER b

Sampling Settings...

| = Back " Mt = i ‘ Cancel |



The goal is to distinguish high-value customers from the others. This information
is stored in the attribute AFFINITY_CARD (1 = High-value, 0 = Low-value), so
click the radio button to specify AFFINITY_CARD as the Target. Click Next.

Review Data Usage Settings
Select the target colurmn, and reviewy the column settings. Y'ou can change the column settings to better match yaur

understanding of the data. The default seftings heve been determined for each column based on the activity type and the
characteristics of the data

Data Surnrmary

Mame Alias |Target |Input |DataType |MiningType |Sparsihf |
EIDMUSERT MIMING_DA,...
EER a | W |

o ¥V  NUMBER numetical r
BOOKKEEPING_AP... BOOKKEEPING_AP... « v MUMBER categarical r
BULK_PACK_DISK... BULK_PACK_DISK.. [ ¥ | NUMBER catenorical r
COUNTRY_MAME COUNTRY_MAME s ¥V  WARCHARZ categarical r
CUST_GENDER CUST_GENDER c V  |[CHAR categarical r
CUST_ID CUST_ID o] I~ [MUMEER numerical r
CUST_IMCOME_LE... GUST_INGOME_LE.. € ¥ VRRCHARZ categorical r
CUST_MARITAL_S.. CUST_MARITAL S.. | V  VARCHARZ categarical r
EDUCATION EDUCATION [ ¥ vARCHARZ categarical r
FLAT_PAMEL_MOM... FLAT_PAMEL MOM.. ¥ | MUMEBER categorical r
HOME_THEATER_.. HOME_THEATER_.. | ¢ V | nNUMBER categarical r
HOUSEHOLD_SIZE HOWSEHOLD_SIZE [ ¥ vARCHARZ categarical r
QCCUPATION QCCUPATION [ ¥  WARCHARZ categarical r
05_DOC_SET_KA.. 0S_DOC_SET kKA. | O V | nNUMBER categarical r
PRINTER_SUPPLIES PRINTER_SUPPLIES T NUMBER categarical r
YRE_RESIDEMCE  YRS_RESIDEMCE [ ¥ NUMEBER numerical r
Y_BOX_GAMES Y_BOX_GAMES c V | NUMBER categarical r

| e | | <Back || _M | cancel |

Enter a name for the activity that will clearly identify its purpose. Optionally enter
a description in the Comment box and click Next.

Activity Name

Erter the name for the new Mining Activity.

Matme: [HIGH_vaLUE_cusT_al_Bad

Commert: | awipute list sorted by influence in classifying High Valug Custotmers|

[»

<]

| Help | ‘ Cancel |

| = Back ” et = i



You may accept default settings or modify the parameters. Click Advanced
Settings to see the user-definable parameters.

MNews Activity Wizard is complete
Click Finizh to create the Mining &ctivity. You can change the default seftings by clicking the Advanced Settings button.

Run upon finish

| Advanced Settings... |

[ <gack | | fnish || cance |

[ tee |

There is a tabbed page of settings for each step in the activity, including a
checkbox to indicate whether the step should be included in the execution of the
activity or skipped. In this example, the activity wizard had determined that the
dataset is so small that sampling is not desirable. If you check Enable Step, then
you can choose the sample size and the sampling method.

Sample Discretize Biuildd |

D Enable Step
Options

You can edit fields to set size of case count or percentage. You can change random seed.

Total number of cazes Unknowen | Retrieve Case Court...
Sampling Type: () Random (%) Stratified
Create As: () Taple () Wiew

Sample size

(%) Murmber of cases: | 10000

Randomm Mumber Seed: 12345

Ecjual Distribution () ¥es (%) Mg

Help | OK | Cancel



The data will be discretized (that is, binned); numerical data will be binned into
ranges of values, and categorical data will be divided into one bin for each of the
values with highest distribution (TopN method) and the rest recoded into a bin
named “Other”.

The default number of bins is set internally, and depends upon the algorithm and
the data characteristics. You can override the defaults on an attribute-by-attribute
basis by using the binning wizard (Data - Transform - Discretize) prior to
defining an Activity (and turning off Discretization in the Advanced Settings of the
activity).

You can change the numerical binning from the default Quantile to the Equi-width
method. Categorical binning has only one strategy.

Quantile binning creates bins with approximately equal numbers of cases in each
bin, irrespective of the width of the numerical range. Equi-width binning creates
bins of identical width, irrespective of the number of cases in each bin — in fact
this strategy could generate empty bins.

r Sample r Discretize r Build |
Enable Step
Options

Specity the hinning strategy you want 1o apgly.

Mumerical Stratecy: |Quantile Binning - |

Categorical Strategy: |Top M Binning ~ |

| Help | | CK || Cancel |

There are no user-defined settings for the Build step of the Attribute Importance
algorithm, so click OK to return to the final wizard page, ensure that Run upon
Finish is checked, and click Finish.



The steps of the activity are displayed, and an indication appears in each step as

the step is either skipped or completed.

Name: HIGH vALUE _CUST Al BA1
Type: Aftribute Importance Mining Activity
Casze Table: DRMUSERT MIMMG DATS BULD %
Unicjue Identifier;  CUST_ID
Target: DRMUSERT MINIMNG_DATA _BULD % AFFIMITY _CARD
Cammert: | Edit...
Mining Data
Activity Steps: |M|
[] Sample =) skipped
Thiz step zatmples the mining data, Akhough not nortrally reguired, this step can be used to sample very large data sets.
To complete this step manually, click Run.
| Options... || Reset |
Discretize ¥ Completed
Thiz transformation step discretizes the mining dsta. To complete this step manually, click Run.
Output Dats | Options... || Reszet |
Build ¥ Completed
Thiz step builds the mining model. To complete this step manually, click Run.
Build Data E-,, Reszutt | Options... || Reset |




When all steps are complete, click Result in the Build step to display the chart
and table containing the ranked list of attributes.

This information is useful on its own and also as preparation for building Naive

Bayes and Support Vector Machine models.

Ranking Build Settings Taskl

Histoorarm

I»%|

HOUSEHOLD_SIZE
CUST_MARITAL_STATUS
YRE_RESIDENCE
¥_BOX_GAMES

AGE

EDUCATION

HOME_THEATER_FACKAGE

Hame

OCCUPATION

CUST_GENDER
BOOKKEEFING_APPLICATION
05_DOC_SET_KANJI
FLAT_PANEL_MONITOR
BULK_PACK_DISKETTES

COUNTRY_NAME

CUST_INCOME_LEVEL

-0.08 -0.04 0.00 004 002 0.2 —

Importance =

= —

Ranks D Sort importance bazed on abzolute values |@|

MName Rank Importance

HOUSEHOLD_SIZE 1 0.1516851830 =
CUST_MARITAL_STATUS 2 0.14529454K0
YRS_RESIDENCE 3 0.0783882800
_BO¥_GAMES 4 0.0630389520
AGE ] (0.0604605230
EDUCATION G 0.0586053140
HOME_THEATER_PACKAGE 7 0.05645887220
QCCUPATION ] 0.0428403070
CUST_GEMDER ] 0.0352647410

BOOKKEEPING_APPLICATION 10 0.0182047510 [
O5_DOC_SET_KAMJI 11 -0.0005001330

FLAT_PAMNEL_MONITOR 12 -0.0050956360 z







Chapter 5 — Classification — Naive Bayes

A solution to a Classification problem predicts a discrete value for each case: 0
or 1; Yes or No; Low, Medium, or High.

Oracle Data Mining provides four algorithms for solving Classification problems;
the nature of the data determines which method will provide the best business
solution, so normally you find the best model for each algorithm and pick the best
of those for deployment. This chapter discusses the Naive Bayes algorithm.

Naive Bayes looks at the historical data and calculates conditional probabilities
for the target values by observing the frequency of attribute values and of
combinations of attribute values.

For example, suppose A represents “the customer is married” and B represents
“the customer increases spending”, and you want to determine the likelihood that
a married customer will increase spending.

The Bayes theorem states that
Prob(B given A) = Prob(A and B)/Prob(A)

In fact, the formula is made up of many factors similar to this equation because A
is usually a complex statement such as “the customer is married AND is between
the ages of 25 and 35 AND has 3 or 4 children AND purchased Product Y last
year AND ... “

So, (keeping to the simple version) to calculate the probability that a customer
who is married will increase spending, the algorithm must count the number of
cases where A and B occur together as a percentage of all cases (“pairwise”
occurrences), and divide that by the number of cases where A occurs as a
percentage of all cases (“singleton” occurrences).

If these percentages are very small, they probably won’t contribute to the
effectiveness of the model, so for the sake of speed and accuracy, any
occurrences below a certain Threshold are ignored.



The Build Activity

Select Build from the Activity pull-down menu to launch the activity. Select

Classification as the Functionality and Naive Bayes as the algorithm. Click Next.

| tew |

Select Mining Activity Type

Choosze & model function type and algorithm. Review the descriptions to be sure you have picked the most appropriste
selections. Click the Help button for additional details.

Function Type:
Algorithim;

Dezcription:

|Classif\ca1inn 3 |

Decigion Tree =3 |

daptive Bayes Metwark
Cecision Tres

Suppart ector Machine

Decizion Tree Algorithm:
- Used when you need explict rules explaining predictions
Usage:

In a classification problem, you have a number of cazes (examples) and wish to predict which of several
|lasses each case belongs to. Each case has multiple sttributes; each attribute takes on one of several
ossible values. The attributes consist of multiple predictor attributes (independent variables) and one target

attribute (dependent varisble). Each of the target attribute's possible values is a class to be predicted on the

asis of that case's predictor attribute values:

| <Back || mMed» | | cancel |

Choose MINING_DATA BUILD _V as the case table and select CUST _ID as the
Identifier. In this example, no additional data will be joined, so ensure that the
checkbox is cleared, and click Next.

| tew |

Selectthe Case Table

Select the table containing the “cases" (individual recordsiaowes) that will be input to your mining activity. You can unselect
any table columns that you knowy should not be considered as mining stiributes. You can also join additional data in with the
case table by selecting the checkbox below .

Schema:

Tahlzfiewy:

Unicue Identifier:

Select Columns:

|omuseR1 -|

[MrG_DaTS BULD v -|

|:| Join additional data with case table

(5) Single Key CUST_ID -|
() Compound, or Mane  [<Select= -
NOTE: Compound (rmufl SFFIMITY _CARD E
table. This can take & {AGE
[ECIOKKEERING _APPLICATICN
Select | Mame ELLK_PACK _DISKETTES
¥ AFFINITY_CACOUNTRY _NAME
¥ AGE CUST_GENDER
¥ BOOKKEEP] |
W BULk_PACK_DISKETTES MUMEER
F  COUNTRY_MAME VARCHARZ
W  CUST_GEMDER CHAR
F  cusTD MUMEER
W CUST_INCOME_LEVEL VARCHARZ
¥ CUST_MARITAL_STATUS VARCHARZ
W EDUCATION VARCHARZ
¥ [FLAT PAMEL MOMITOR MUMBER b

Sampling Settings...

‘ = Back " [zt = ‘ | Cancel |




The goal is to distinguish high-value customers from the others. This information
is stored in the attribute AFFINITY_CARD (1 = High-value, 0 = Low-value), so
click the radio button to specify AFFINITY_CARD as the Target. Click Next.

Review Data Usage Settings

Select the column for the target. You can change the column settings to better match your understanding of the data The
detault settings have heen determined for each columh based on the sctivity type and the characteristics of the data.

Data Summary

Marme Alias |Target |Imput |DataType |MinimgT\rpe |Bparsihf |
EIRAH.MINING_DATA_B...
{_CARD AFFIMTY carD | o | B [nuMBER  [categorical | B

AGE s V¥ MUMEER numerical r
BOOKKEEPING_AP... BOOKKEEPING AP.. IV  MUMEER categorical r
BULK_PACK_DISK.. BULK_PACK_DISK.. € M MUMEER categorical r
COUNTRY_NAME  COUNTRY_NAME s M |wARCHARZ categotical r
CUST_GENDER ClUST_GENDER s V¥ |CHAR categorical r
CUST_ID CUST_ID [l T | NUMBER numerical r
CUST_INCOME_LE.. CUST_INCOME_LE.. M WARCHARZ categorical r
CUST_MARITAL_S.. CUST_MARITAL_S.. € M WARCHARZ categorical r
EDUCATION EDUCATION s M |wARCHARZ categotical r
FLAT_PAMEL_MOMN.. FLAT_PAMEL MON.. V¥ |MUMEER categorical r
HOME_THEATER_... HOME_THEATER .. IV  MUMEER categorical r
HOUSEHOLD_SIZE  HOUSEHOLD_SIZE s M WARCHARZ categorical r
OCCUPATION OCCUPATION s M |wARCHARZ categotical r
08_DOC_SET_KA.. 05_DOC_SET_KA. s V¥ |MUMEER categorical r
PRINTER_SUPPLIES PRINTER_SUPPLIES " |MUMEER categorical r
YRE_RESIDENCE  YRS_RESIDEMCE s M MUMEER categorical r
v_BOX_GAMES ¥_BOX_GAMES s M |NUMBER categotical r

‘ Help | | = Back " Next = i | Cancel |

The preferred target value indicates which cases you are trying to identify. In this
case, the goal is to find the high-value customers — that is, the cases with
AFFINITY_CARD =1, so select 1 from the pull-down menu and click Next.

Select Preferred Target Value

The preferred target value should be & target value that is most important to you in testing the mocel
You will be able to change the target value as needed and retest the model once the activity had been completed.

Preferred Target Value: il =

| Help | ‘ = Back " Rlext = | | Cancel |




Enter a name that explains the activity and click Next.

Activity Name
Ertet the natne for the niew Mining Sctivity.

[»

Mame:  [DEMO_NB_BA1

Comment:

<]

On the final wizard page, click Advanced Settings to display (and possibly
modify) the default settings.

Mewy Activity Wizard is complets.
Click Finish to creste the Mining Activity. “You can change the default settings by clicking the Advanced Settings button.

Run upan finizh

Advanced Settings...



In general, the Sample step is not Enabled; Oracle Data Mining scales to any
size dataset, but if there are hardware limitations, sampling is desirable.

If Sampling is enabled, you can choose the sample size and the method of
sampling. Random sampling chooses the number of specified cases with
approximately the same distribution of target values as in the original data.
Stratified sampling chooses cases so as to result in data with approximately the
same number of cases with each target value. Stratified sampling is valuable in
situations where the preferred target value is rare (such as the problem of
detecting illegal activity or a rare disease).

| Sample | Discretize | Spit | Buid | Testietrics
|:| Enahle Step
Options

You can edi fields to set size of case count or percentage. You can change randotm seed.

Total number of cases 1500

Satnpling Type: () Randarm (%) Stratifisd
Create As: (3) Table () Wiew
Sample size
(%) Mumber of cases: 1500

] Percentage of cases: | 100

Random Mumber Seed: 123435

Enqual Diztribution ) v¥es (3 No

Help Ok | | Cancel




The data will be discretized (that is, binned); numerical data will be binned into
ranges of values, and categorical data will be divided into one bin for each of the
values with highest distribution (TopN method) and the rest recoded into a bin
named “Other”. Each bin is labeled with an integer; Naive Bayes relies on
counting techniques to calculate probabilities, and integers are much easier to
count than decimal numbers or character strings.

The default number of bins is set internally, and depends upon the algorithm and
the data characteristics. You can override the defaults on an attribute-by-attribute
basis by using the binning wizard (Data - Transform —> Discretize) prior to
defining an Activity (and turning off Discretization in the Advanced Settings of the
activity).

You can change the numerical binning from the default Quantile to the Equi-width
method. Categorical binning has only one strategy.

Quantile binning creates bins with approximately equal numbers of cases in each
bin, irrespective of the width of the numerical range. Equi-width binning creates
bins of identical width, irrespective of the number of cases in each bin — in fact
this strategy could generate empty bins.

[ sample | Discretize || Spit | Buid | Test Metrics
Enahle Step
Options

Specify the hinning strategy you wart to apgly.

Mumerical Strategy: |Quamile Einning = |

Categorical Stratecy: |T0p M Birnirg ™ |

Help LS | | Cancel



Recall that the source data was derived from a test marketing campaign, and
each customer has been assigned the value 0 or 1 in the column
AFFINITY_CARD to indicate high-value (1) or low-value (0). It is known what
happened in the past; now a model will be built that will learn from the source
data how to distinguish between high and low value customers, and will predict
what will happen in the future. The model will be applied to all customers to
predict who fits the profile of a customer who will produce high revenue. The
most interesting cases are the customers who are currently not high-revenue
customers, but who are predicted to be likely high-value customers in the future.

In order to test a model, some of the source data will be set aside (called a hold-
out sample or a test dataset) to which the model will be applied so the predicted
value can be compared to the actual value (the value in the column
AFFINITY_CARD) in each case.

The default split into 60% build data and 40% test data can be modified on this
page:

| Sample | Discretize | Spit | Buid | TestMetrics

Enahle Step
Options
You can adjust the percentage of cazes allocated to the test and build takles.
Total Caze Count: 1500
Create &s: (3) Table () View
L m ]
Build Table Test Table
Count: 300 Count: GO0
Percentage; [=1] Percentage: 40
Help QK | | Cancel |



The Build Settings are displayed in tabs. The General Tab allows you to tune the
model build towards a model with maximum overall accuracy or a model which is
optimally accurate for each Target value. For example, a model may be very
good at predicting low-value customers but bad at predicting high-value
customers. Typically you want a model that is good at predicting all classes, so
Maximum Average Accuracy is the default.

| Semple | Discreize | Spit | Buld | Testetrics |
Enable Step
Options

( eneral r Algorithm Settings

Acouracy Goal
[ E' Migimum Average Accuracy

[ Maximum Overall Accuracy

As explained before, Singleton and Pairwise thresholds have to do with
eliminating rare and possibly noisy cases. The default threshold is set to 0 in both

cases; it may be worthwhile to try raising the thresholds slightly (for example .1,
.01) to note the effects.

[ sample | Discretize | Spit | Euld | TestMetrics
Enable Step
Options

( zeneral r Algorithm Settings

Althiough the default settings are expected to wwark well, you may find it worthwehile to after these settings based on the
benefits autlited below.

Singleton Threshold:
Range: Oslower) to 1(faster)

Pairwize Threshold:
Range: O(slower) to 1(faster)




For a Classification problem, all possible test metrics are available.

ROC is a method of experimenting with “what if” analysis — if the probability
threshold is changed, how will it affect the model?

The Confusion Matrix indicates the types of errors that the model is likely to
make, and is closely tied to the ROC results.

Lift is a different type of model test. It is a measure of how “fast” the model finds
the actual positive target values. (The origin is in Marketing: “How much of my
Customer database must | solicit to find 50% of the customers likely to buy
Product X?")

These methods will be discussed further when viewing the Test Results.

| Sample | Discretize | Spit | Buld | TestMetrics |

Enable Step
Options

Select the output options you want for your model test metrics.
Lift Resutt

Mumber of lift quantiles

Range: 2to 100
ROC Result
Required Settings

Target Value

1 =
Hirt: Uzed by Lift Result and ROC Result Only
Lk Crost Matrix

| Exiit... |
Hirit: Utsedd by Lift Result Only

Help Ok | | Cancel



Click OK to return to the activity wizard. Ensure that Run When Finished is
checked and click Finish.

The activity steps are displayed and executed.

[ Sample =] skipped

Thiz step samples the mining data. Athough not notmally regquired, this step can be uzed to sample very large data sets, To complete
this step manually, click Custam.

| Options... || Reszet |

Discretize ¥ Completed

Thiz transformation step discretizes the mining data. To complete this step manually, click Custorm.

Sutput Dt | options... || Reset |
Split ¥ Completed
Thiz transformation step splits the mining data into build and test data sets. To complete this step manusally, click Custom.

Sutput Dt | options... || Reset |
Euild ¥ Completed
Thiz step builds the mining model. To complete this step manually, click Custon,

Build Dt (4 Result | options... || Reset |
Test Metrics ¥ Completed

Thiz step crestes a test metric result. To complete this step manually, click Custom.

Test Data B8 Resut Select ROC Threshold | Options... || Reset |



When all steps of the activity are completed, click Result in the Test Metrics step.

The figures you see may differ slightly from what is shown below, due to the
random method of selecting the training data together with the fact that the
source dataset is quite small.

The initial page shown is Predictive Confidence, and is a visual indication of the
effectiveness of the model compared to a guess based on the distribution of
target values in the Build dataset. For example, if the cases in the Build dataset
have 40% target value 1 and 60% target value 0, and you are searching for
cases with target value 1, you would expect to be successful about 40% of the
time when selecting cases at random. However, using the predictive model in
this test, you should expect to improve that success rate by about 62%.

If the needle points to the lowest point on the left of the dial, then the model is no
better than a random guess; any other setting indicates some predictive value in
the model.

File  Publish Help

( Predictive Confidence |/ Aocuracy ROC Lift Test Settings Taszk |

Predictive Confidence is used to measure howe good the model is compared to & naive model, Naive Classification Models would predict the most frequently occuring class value based on the build data. If &
model has & Predictive Confidence of 50%, that means it is 50% better than a naive model.

( /\

B swsrags [ Good O Best
Predictive Confidence: 61.99%




The Accuracy page shows several different interpretations of the model’s
accuracy when applied to the hold-out sample (the Test dataset). The actual
target values are known, so the predictions can be compared to the actual
values. The simplest (default) display indicates a class-by-class accuracy — in
this example, there are 435 cases with target values of 0, and the model correctly

predicted 78.16 % of them. Likewise, the model correctly predicted 83.83 % of
the 167 cases of 1.

Fie Putdsh bee

Predictive Confiiires | Accurscy | ROC | LR | TestSetings | Task
Mame: M ZEGRHALST W
AVEra ACCuracy, DIUIILTAD

Oversl ACCLTBCY: 07rINEL
Totel Cost. 338111

eci Pertormance || Show Cost

Target Total Actuals Comecty Predicied %
[1] 435 TG
1 167 LER-E

Click the checkbox for Show Cost to see another measure. Cost is an indication

of the damage done by an incorrect prediction, and is useful in comparing one
model to another. Lower Cost means a better model.

Fie Putdsh e
Precictive Confikiires | Accurscy | ROC | LIt | TestSetings | Task
e TMAIST22H05054EET_M°
Averags Acourncy 0AIGEITAI

Cverall Accuracy 07973421527

Tetal Cost. R
Wil Pertormance: (] Shaw Cost

Target
0
1

Total Actuals Coerecty Predicled % Cost Cost %
435 7016 127.23 5442
167 8383 106 58 45 58



Click the More Detail button to expose the Confusion Matrix, which shows the
types of errors that should be expected from this model.

The Confusion Matrix is calculated by applying the model to the hold-out sample
from the test campaign. The values of AFFINITY_CARD are known and are
represented by the rows; the columns are the predictions made by the
classification model. For example, the number 27 in the lower left cell indicates
the false-negative predictions — predictions of 0 when the actual value is 1, while

the number 95 in the upper right cell indicates false-positive predictions —
predictions of 1 when the actual value is O.

File Publish Help

fPrEd\c‘tlve Confidence rAccuracy ROC Lift Test Seftings Task |

Mame; "DMAJET2281 05954557 _M"
Average Accuracy: 05099662743

Owerall Accuracy: 0.7873421927

Tatal Cost: 23381

Model Performance Show Cost

Target Total Actuals Correctly Predicted % Cost Cost % |
1] 435 AL 127.23 54 42
1 167 8383 106.58 4558

| Less Detail.. |
Confusion Matrix: Rows = Actual, Columns = Predicted || Show Total and Cost | ﬂ% |

0 [1

0 340 95
1 2 140




Finally, click the checkbox for Show Total and Cost to display all statistics

derived from the Confusion Matrix.

File  Publish  Help

r Predictive Confidence r Accuracy ROC Lift Test Settings Task |

Mame:; "Dhi4JFT2251 05954557 _ht"
Average Accuracy: 08099662743

Ovverall Accuracy 07973421927

Total Cost: 233811

Maclel Performance || Show Cost

Target Total Actuals Correctly Predicted % Cost Cost % |

1] 435 7816 127.23 5442

1 167 83.83 106.58 4558

| Less Datail.. |
Confusion Matrix: Rows = Actual, Columns = Predicted Show Total and Cost | ,@ |
0 [1 Total Correct % Cost |

0 340 95 435 T8AB 127.23
1 27 140 167 83.83 106.58
Total 367 235 602
Correct % | 92.64 59.87
Cost 106.58 127.23




Click the Lift tab to see two graphs showing different interpretations of the lift
calculations. The Cumulative Positive Cases Chart is commonly called the Lift
Chart or the Gains Chart.

ODM applies the model to test data to gather predicted and actual target values
(the same data that was used to calculate the Confusion Matrix), sorts the
predicted results by Probability (that is, Confidence in a positive prediction),
divides the ranked list into equal parts (quantiles — the default number is 10), and
then counts the Actual positive values in each quantile.

This test result indicates the increase in positive responses that will be achieved
by marketing to the top percentage of individuals ranked by probability to
respond positively, rather than a similar random percentage of the customer
base. In this example, the Lift for the top 30% is 2.37, indicating at least twice the
response expected compared to marketing to a random 30%. In fact, the next
column indicates that over 71% of likely responders are found in the top 3
guantiles.

Even though the origin of this test metric is in the area of Marketing, it is a
valuable measure of the efficiency of any model.

File  Publish  Help

r Predictive Confidence r Accuracy ROC Lift Test Settings Task |

Mame: “Di4§T 225105932909 _L"
Positive Target Walue: 1
Lift Chart
() Curmulative Litt (3) Cumulative Positive Cases | .@

Cumulative Positive Cases Chart

Cumulative Positive Cases

] 1 2 3 4 5 & 7 8 ] 10
Guartiles

Lift Table: |@|
Guantile Number Cumulative Lift Cumulative Positive | Threshald Guantile Total Count | Quantile Target Count Fercentage Records Cumulative | Target D |
1 28365563954 0.28742514497 0.0309953932 B1 48 01013289037

2 27479140080 05568862275 0.1435179561 B1 45 0.2026578073

3 23767848918 0.7185628743 03731367588 60 7 0.3023255814

4 21152076013 0.8502594012 1.0741180182 60 22 0.4018933555

i 1.8023952096 0.90415816168 1.2814730010 60 9 0.5016611296

5] 1.6634035796 0.9401137605 1.3317025900 60 3] 0.6013283037

7 1.3582030252 0.9520858084 1.3388074636 60 2 0.7003966777

g 1.2340050190 0.9880239521 1.3392659426 B0 B 0.8006644518

9 11040502022 0.9540119760 1.3392851353 B0 1 0.8003322259
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Click the ROC tab to explore possible changes in the model's parameters.

The ROC metric gives the opportunity to explore “what-if” analysis. You can
experiment with modified model settings to observe the effect on the Confusion
Matrix. For example, suppose the business problem requires that the false-
negative value (in this example 73) be reduced as much as possible within the
confines of a business requirement of a maximum of 200 positive predictions. It
may be that you will offer an incentive to each customer predicted to be high-
value, but you are constrained by budget to a maximum of 200 incentives. On the
other hand, the 73 false negatives represents “missed opportunities”, so you
want to avoid such mistakes.

File  Publish  Help
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Move the red vertical line (either by clicking the arrows at the lower right below
the graph, or by highlighting a row of the Detail chart in the bottom half of the
page) and observe the changes in the Confusion Matrix. The example shows that
the false negatives can be reduced to 39 while keeping the total positive
predictions under 200 (69 + 128 = 197).

The underlying mathematics is that the Cost Matrix, used in making the
prediction, is being modified, resulting in a probability threshold different from .5.
Normally, the probability assigned to each case is examined and if the probability
is .5 or above, a positive prediction is made. Changing the Cost matrix changes
the “positive prediction” threshold to some value other that .5, and it is highlighted
in the first column of the table beneath the graph.
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This page is experimental in nature; to make a permanent change to the actual
model, return to the Activity display and click Select ROC Threshold to open a
Threshold Selection Dialog window.



Now highlight the row containing the threshold determined by experimentation,

then click OK. The model is now modified.

Pleaze select your desired threshold. ou can etther slide the vertical bar inthe following chart or click on any row in the Probahbilty Threshold table to

make your selection.
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The modified threshold is now displayed in the Test Metrics step of the activity.

Test Metrics ¥ Completed

Thiz step creates a test metric result. To complete this step manually, click Fun.

£ Test Data S Resut ROC Threshold, 058663452 | Options... || Resst |




The Apply Activity

Suppose that after further experimentation, the Naive Bayes model built in the
previous section is determined to be the best solution to the business problem.
Then the model is ready to be applied to the general population, or to new data.
This is sometimes referred to as “scoring the data”.

In this example, a dataset named MINING_DATA_APPLY_V will represent the
new data to be scored by the model.

Launch the Activity Guide Apply wizard from the Activity menu

EHH Toalz  He

Build...

When a model is applied to new data, the input data must be prepared and
transformed in exactly the same way that the source data for the Build activity
was prepared. As noted on the Welcome screen, the Apply activity is based on a
Build activity, and the Build activity will pass to the Apply activity whatever
knowledge is required to prepare the input data appropriately. Click Next.



Mining Apply Activity Wizard

Thiz wizard creates a nesw Mining &pply Activity .

An Apply SActivity is crested based on a completed Build Activity. Each required Spply
trarnsformation step will be completed automstically if 3 corresponding Build

transformation step was completed.

Click Mext to proceed.

[] Skip this Page Mext Time

| Help | | Tt = | | Cancel |

Select the Classification Build Activity that was used to create the model, and all
the information about data preparation and model metadata will be passed to the
apply activity. Click Next.

Select a Build Activity

Select a completed hbuild activity to be used for creating an spply activity. You may
zelect a standalone madel if the model was not built using Data Miner.

(%) Build Activity

O fodel Mot Crested Through & Build Activity

EE Anomaly Detection

=L Classification

- DEMO_ABN_MF_BA1
-l DEMO_ABN_SF_Bad

- EI% DEMO_DT_NCL_TEST_Bad
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-G TR
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Click Select, expand the schema containing your data, and highlight the input
data for the Apply Activity. Click OK then Next.

Select Apply Data Sources

Select the apply data sources that correspond to the ariginal build input data
sources. Build and apply data sources must be compatible. However, any missing
apply attributes will be recreated with MULL vales.

Build Data Apply Data

“DUSERD " "MINING_DAT.... ["DMUSERT " "MIMING _DAT ... =EEs

x|
------ T MINING D T8 _SPPLY 142625585 8
------ B MINING_DATA_APPLY 286562621 A4 |
------ B MINING_DATA_APPLY 308041236 _
------ B MINING_DATA_APPLY 420334425_4 |

------ B MIMMG_DATA_BULD_STR_Y
------ B MIMNG_DATA_BUILD_Y
------ B MIMING_DATA_ONE_CLASS W

| Help | | Help | | ok J| Cancel | | Cancel |

In the Select Supplemental Attributes page, you may click the Select box to join
in additional columns to be included in the table holding the result of the Apply
operation. By default, the Apply Result contains only the case identifier and the
prediction information; if information such as name, address, or other contact
information is contained in the source data, it can be included now. However, it is
often more convenient to produce the “bare bones” Apply output table, then join
in additional data in a separate operation. Click Next to proceed.

Select Supplemental Attributes

Select columns to include in the apply output table along with the standard
prediction columns. You should include the columns that unicuely identify the
cazes (individual rovesirecords).

Mame Crata Type

ElCMUSER T MINING_DATA,..
AFFINITY_CARD AFFINITY_CAR... I NUMEER
AGE AGE_1 T NUMBER
BOOKKEEPING_APFL... | BOOKKEERIN.. ©  [MUMEER
BULK_PACK_DISKET... | BULK_PACK_.. T NUMBER
COUNTRY_MAME COUNTRY_MNA,.. [~ [VARCHARZ|..
CUST_GENDER CUST_GEMDE... I CHAaR =
CUST_ID CUST_ID_1 I [MNUMEER
CUST_INCOME_LEVEL | CUST_INCOM... [T VARCHARZ
CUST_MARITAL_STAT... | CUST_MARITA... [T vARCHARZ
EDUCATION EDUCATION_1 [T VARCHARZ
FLAT_PAMEL_MOMITOR FLAT_PANEL_.. I MNUMBER |
HOME_THEATER_PA.. | HOME_THEAT C  [NUMEER
HOUSEHOLD_SIZE HOUSEHOLD_... 7 |WARCHARZ
OCCURATION OCCUPATION_1 ™ vaRCHARZ[~|

4] & [Tl

| Help | | = Back " et = ‘ | Cancel |



You have a choice of formats for the output table.

When the model is applied to a particular case, a score (normally a probability) is
generated for each possible target value, producing a sorted list of values
starting with the most likely value and going down to the least likely value. This
list has only two entries if the target is binary, but is longer for multi-class
problems (for example, which of seven cars is a person most likely to buy).

In the example of ranking seven cars, you may want to know only the top three
choices for each person; in that case, click the radio button next to Number of

Best Target Values and enter 3 in the window. The output table will have three
rows for each individual containing the prediction information for the top 3 cars.

You may want to know each person’s score for a particular car; in that case, click
the radio button next to Specific Target Values and check the box next to the
desired target value. The output table will have one row for each individual
containing the prediction information for that one target class, even if it is very
unlikely.

You may want to know the most likely target value for each individual. Click the
radio button next to Most Probable Target Value or Lowest Cost, and the output
table will have one row for each individual.

After making a choice of format, click Next.

Select which apply output option you want to use in generating the apply output
table. For specific option, you can specify the base column name on which the
output prediction columns will be based

Prior Distinct Target Yalues Count: 2

(%) Mozt Probable Target Yalue or Lowest Cost

] Specific Target Values

Incl... |Target Yalue Base Column Mame

I_
r

() Murnber of Best Target Yalues

| Help | | = Back || Mext = | | Cancel |




Enter a name similar to the Build Activity and click Next, then Finish on the final
page.

Activity Name

Erter the hame for the new Mining Activity.

Mame | DEMO_NE_sa1

Commerit:

[»

1]

| Help | | = Back || Ilext = ‘ | Cancel |

When the activity completes, click Result in the Apply step to see a sample of the
output table. The format shown is the Most Probable, so the table contains, on
each row, the identifier, the most likely target value, and the probability
(confidence in that prediction). Cost is another measure — low Cost means high
Probability — and it represents the cost of an incorrect prediction. In this format,
the rank for each prediction is 1; if you asked for the top three predictions, each
row for a given case would have rank 1, 2, or 3.
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Chapter 6 — Classification: Adaptive Bayes
Network

NOTE: Oracle Data Miner 11.1 does not support Adaptive Bayes Network for
classification; use Decision Tree , described in Chapter 7, if you need rules.

A solution to a Classification problem predicts a discrete value for each case: 0
or 1; Yes or No; Low, Medium, or High.

Oracle Data Mining provides four algorithms for solving Classification problems;
the nature of the data determines which method will provide the best business
solution, so normally you find the best model for each algorithm and pick the best
of those for deployment. This chapter discusses the Adaptive Bayes Network
algorithm.

Select Build from the Activity pull-down menu to launch the activity. Select
Classification as the Functionality and Adaptive Bayes Network as the Algorithm.
Click Next.

Select Mining Activity Type

Choosze & model function type and algorithm. Review the descriptions to be sure you have picked the most appropriste
selections. Click the Help button for additional details.

Function Type: | classification Y
Algarithen | actoptive Bayes metwork |
De=cription:

lazzification Function
- Predict class membership for categorical target

& claptive Bayes Algorithm:
- Fast scalable build with optional rules:

Usage:

In a classification problem, you have a number of cazes (examples) and wish to predict which of several
|lasses each case belongs to. Each case has multiple sttributes; each attribute takes on one of several
ossible values. The attributes consist of multiple predictor attributes (independent variables) and one target

attribute (dependent varisble). Each of the target attribute's possible values is a class to be predicted on the
asis of that case's predictor attribute values:

| Hep | | <Back || mMed» | | cancel |

Using as source data MINING_DATA_BUILD_V and target AFFINITY_CARD, all
steps in the Build Activity until the Final Step are identical to those for Naive
Bayes; refer to Chapter 5 for explanations.



On the Final Step page, click Advanced Settings to see (and possibly modify) the
default settings. All settings pages except Build-Algorithm Settings are identical
to those for Naive Bayes; refer to Chapter 5 for explanations.

There are three choices for Model Type; the default is Single Feature.

(‘sampie | Discretize | Spit | Buid || Testmetrics |
Enable Step
Options

r General r Algarithim Settings |

Although the default settings are expected to work well, yvou may find it worthwehile to atter these settings based on the
henefits autlined helaw .

Mode| Type: |Single Feature %
Only single festure provides rules.

Range: 1(faster) to number of attributes(slower)
Do you weant to limit the amount of time for building the model?
i _ ! Yes i _' I Mo

Fun Time Linit:
Range: 1 to maximutn integer(minutes)

Help OK | | Cancel

ABN begins by ranking the attributes using a form of Attribute Importance, and
then builds a Naive Bayes model as a baseline using fixed parameter settings
(both thresholds set to 0) and the number of attributes (Naive Bayes Predictors —
see the Multi-feature display below) specified by the user taken in order from the
ranked list, so it's not exactly what you'd get by using ODM's NB algorithm
directly.

You may choose Naive Bayes as the Model Type to stop the build process at this
point. If you have run Attribute Importance to determine the number of attributes
having positive influence on the predictive power of the model, then you can



enter that number in Naive Bayes Predictors for the most efficient Naive Bayes
model.

Sample | Discretize | Split | Buld | Test Metrics

Enable Step
Options
Although the default settings are expected to work well, you may find it worthwhile to alter these settings based onthe
henefits autlined below .

-

hadel Type: |Naive Bayes
Cnly single festure provides rules.

Maive Bayes Predictors:

Range: 1(faster] to number of attributesslovwer)

| Help | | OK || Cancel |

If Multi-Feature is chosen as the Model Type, then ABN begins to build a
sequence of little "trees" called features; each feature has a number of levels
determined by the fact that adding a new level doesn't add to the model's
accuracy. When the depth set by this test is reached, a new feature is built with
root node split on the attribute next on the ranked list.



[ Sample | Discretize | Spit IBuild || Test Metrics

Enable Step
Options
Although the default seftings are expected to work well, you may find it warthwhile to after these settings based onthe
benefits outiined below.
Model Type: |Mu|ti Festure B |
Only single feature provides rules.
Predictors:
Range: 1(faster) to number of attributes(slower)
Do you weant to lirmit the amount of time for building the model?
) wes (D1

Foun Time Limit:

Range: 1 to maximum integer{minutes)

Maive Bayes Predictors:

Range: 1(faster) to number of attributes(slower)

| Help | | Ok || Cancel |

At each step of the building process, the model is tested against the model prior
to the last step, including the baseline NB model. In particular, when an individual
feature completes building, it is tested versus the model without that feature, and
if there's no improvement, the new feature is discarded (pruned). When the
number of consecutive discarded features reaches a number set internally by the
algorithm, ABN stops building and what remains is the completed model.

In a development environment, it may be desirable to limit the build time in early
experiments; this can be done by clicking the radio button next to Yes and
entering a number of minutes in the Run Time Limit window. When the specified
elapsed time is reached, ABN stops building at the next convenient stopping
point.

If you require human readable rules, then you must choose the option of Single
Feature Build (the default).

Click OK to return to the final step and click Finish to run the activity.

When the activity completes, click Result in the Test Metrics step to evaluate the
model. The interpretation is identical as for the Test Metrics for Naive Bayes;
refer to Chapter 5 for explanations.

If you chose the default Model Type, Single Feature, you can click Result in the
Build step to see the rules generated. Since the source data is a very small
sample data set, the rules are very simple. You should not expect meaningful
rules unless the source data is much larger, for example over 20,000 rows.



File Help

f Rules r Rezutts |/ Build Settings r Task |

Rules

Rule Id If {condition) Then (classifi... | Confiden.. | Support (..

4 HOUSEHCLD_SIZE in 3.0 AFFIMITY T
3 HOUSEHCLD_SIZE in 2.0 AFFIMNITY _CA . 0894673
2 HOUSEHCLD_SIZE in 1.0 AFFIMITY _CA .. 089815992 0143652 .
A HOUSEHOLD_SIZE in 9+ AFFIMITY_CA.. 0954663, | 0109131,
G HOUSEHOLD_SIZE in 4-5 AFFIMITY_CA.. 050750947 0.041202...
Fule Detail
IF
HOUSEHOLD _SIZE in 3.0
THEM
AFFINTY _CARD eqgusl 0.0







Chapter 7 — Classification: Decision Trees

A solution to a Classification problem predicts a discrete value for each case: 0
or 1; Yes or No; Low, Medium, or High.

Oracle Data Mining provides four algorithms for solving Classification problems;
the nature of the data determines which method will provide the best business
solution, so normally you find the best model for each algorithm and pick the best
of those for deployment. This chapter discusses the Decision Tree algorithm.

Oracle Data Mining implements the Classification component of the well-known
C&RT algorithm, with the added enhancement of supplying Surrogate splitting
attributes, if possible, at each node (see the explanation of the Build results,
below).

Select Build from the Activity pull-down menu to launch the activity. Select
Classification as the Functionality and Decision Tree as the algorithm. Click Next.

Select Mining Activity Type

Choose & model function type and algorithim. Review the descriptions to be sure you have picked the most appropriste
zelections. Click the Help button for additions details.

Function Type: | classification )

Algorthn: |Decision Tree 4

BESEiED lassification Function;

- Predict class membership for categorical target
Decision Tree Algorithim
- Used when you need explict rules explaining predictions
Uz ae:
h & clazsification problem, you have a number of cases (examples) and wish to predict which of several
lasses each case belongs to. Each case has multiple attributes; each attribute takes on one of several
nzsible valles. The attributes consist of multiple predictor attributes (independent variables) and one target

attribute (dependert wariable). Each of the target sttribute's possible values is a class to be predicted on the
iz of that case's predictor sftribute values.

| hen | [ <Bock || nes> | | cancel |

All steps in the Build Activity until the Final Step are identical to those for Naive
Bayes; refer to Chapter 5 for explanations.

On the Final Step page, click Advanced Settings to view or modify the default
settings. All settings pages except Build are identical to those for Naive Bayes;
refer to Chapter 5 for explanations.



The Decision Tree algorithm performs internal optimization to decide which
attributes to use at each branching split. At each split, a Homogeneity Metric is
used to determine the attribute values on each side of the binary branching that
ensures that the cases satisfying each splitting criterion are predominantly of one
target value. For example, it might be determined that most customers over the
age of 35 are high-value customers, while those below 35 are low-value
customers. There are two Homogeneity Metrics — Gini and Entropy — with Gini
being the default. Gini tries to make one side of the branch as “pure” as possible
(that is, the highest possible percentage of one class), while Entropy attempts to
balance the branches as well as separating the classes as much as possible.

The building of the tree by creating branches continues until one of several user-
defined stopping rules is met. A node is said to contain N records if N cases of
the source data satisfy the branching rules to that point. Using the default values
shown below, the branching stops if:

e the branching has created 7 levels of branches in the tree
A node is not split further if:

e a node contains fewer than 20 records
e a node contains less than 10% of source records

A splitis rolled back if it produces a node:

e with fewer than 10 records
e with less than 5% of the source records

Sample Splt | Build | Test Metrics |

Enabls Step
Optiohs

General Algorithm Settings ‘

Although the default settings are expected to wark well, you may find it worthwhile to alter these settings based on the
henefits outlined below.

Homogeneity Metric : ‘ Gini b

Meximurm Depth

I

Range: 2to 20

Minimum Records in & hlods: 10

Range: == 0

Minitum Percent of Records in a Moce:

o
=1
&

Range: Oto 10

Minitnum Records far a Split: 20

Range: ==0

Minimum Percent of Recards for a Split 01
Range: 0to 20

Help (o34 | | Cancel



When the activity completes, click Result in the Test Metrics step to evaluate the

model. The interpretation is identical as for the Test Metrics for Naive Bayes;

refer to Chapter 5 for explanations.

To see the structure of the tree, click Result in the Build step. The default view
shows all nodes and the attribute values used to determine splits. For example,

Node 1 is split into nodes 2 and 6 based on the value of the attribute

EDUCATION. You can highlight a node to show the rule for a record to be

included in that node.

e Predicted Value is the target value of the majority of records in that node.

e Confidence is the percentage of records in the node having the predicted

target value.

e Cases is the actual number of cases in the source data satisfying the rule

for that node.

e Support is the percentage of cases in the source data satisfying the rule

for that node.

Tree Resutts Build Settings Task‘

Modes || Show Leaves Only 4 J‘E‘|@Hﬁ|
Mode D |Predicale Predicted Yalue Confidence Cases Support |
=0 true D 0.75857 884 1.0000

=1 HOUSEHOLD _SIZEisin{34-5} 0.5284 405 0.4581
B2 EDUCATION is in { 10th 11th 12th 1st-4th Sth-6th 7th D 0.6728 269 0.3043
=13 YRS_RESIDENCEisin{1012456788} 0 0.5746 181 0.2042

7 EDUCATION is m{ 10th 12th = Bach Asgoc-Y HS ar... 0 0.5308 162 0.1833

] YRS RESIDENCEISIn{D1 11 1323} 0 0.8v50 =} 0.0995

B EDUCATION is in { Assoc-A Bach. Masters PhD Prof.. 1 0.7474 136 0.15938

[=F] HOUSEHOLD _SIZEisin{12G6-89+} 0 09478 474 0.5419
s YRS_RESIDENCE isin{10124567 849} 0 0.8937 207 0.2342
10 QCCUPATION is in { Crafts Exec. Farming Machine ... |0 08421 133 0.1505

11 QCCUPATION is in{ ? Armed-F Cleric. Handler Hou... 0 0.9865 T4 0.0837

12 YRS_RESIDEMCEisin{01111323} 0 0.9840 272 0.3077

Predicted Target Value: 0

Suppor: 00215

Confidence 09474

Cases: 18

Lewvel 4

Spiit Rules: (% Ful Rule () Surrogate

EDUCATION ig in { 11th 1st-d4th Sth-Bth Tth-Gth 3th Presch. } AND

YRE_RESIDENCE iz in {10124 567 89 j AND

EDUCATION i in { 10th 11th 12th 15t-4th Sth-6th 7th-8th 9th < Bach. Assoc-Y HE-grad Presch. } AND
HOUSEHOLD _SIZEisin{34-5}

Predicate Target Yalues




Click the checkbox Show Leaves Only to eliminate the intermediate nodes and to
display only the terminal nodes (also called Leaves); these are the nodes used to
make the predictions when the model is applied to new data.

Tree Results Build Settings | Task ‘

Modes Show Leaves Only |ﬁ|
Mode 1D Predicate Predicted Value Confidence Cases Support

B EDUC Bach. Masters PhD Prof.. [1 3

7 EDUCATION is in { 10th 12th < Bach. Assoc-VHS-or.. 0 0.5309 162 0.1833
8 EDUCATION is in { 11th 15t-4th Sth-Gth 7th-Bth 9th P 0 0.9474 19 0.0215
9 ¥RS_RESIDEMCE isin{01111323} 0 0.8750 a8 0.0895
10 QCCUPATION is in { Crafts Exec. Farming Machine ... |0 08421 133 0.1505
11 QCCUPATION is in{ ? Armed-F Cleric. Handler Hou... | 0 0.9865 4 0.0837
12 YRS_RESIDEMCEisin{01111323} 0 0.9840 272 0.3077

Predicted Target Value: 1

Support: 01533

Confidence 07574

Cazes: 136

Level 2

Spit Rules: (3 FulRule () Surrogate

EDUCATION is in { Assoc-4 Bach. Masters PhD Profsc } AND
HOUSEHOLD SIZEisin{34-5}

Predicate l Target Walues

A decision tree is sensitive to missing values when applied to new data. For
example, if a split in the tree (and therefore an element in the rule determining
the prediction) uses the attribute Household_size, and Household_size is missing
in a record to be scored, then the scoring might fail. However, if the splitting
attribute is missing, the ODM Decision Tree algorithm provides an alternative
attribute (known as a surrogate) to be used in its place, if another attribute can be
found that is somewhat correlated to the missing attribute. If both the splitting
attribute and its surrogate are missing, the predicted value is determined at the
parent node of the split.



To display the surrogate, highlight a node and click the radio button Surrogate.

If the model shown is applied to a record with no value in the EDUCATION
column, then the value in OCCUPATION will be used to determine a prediction.

Tree Resutts Build Settings Task‘

Modes || Show Leaves Only Show Levels: |4 J @Hﬁ“ﬁ'
MNode 1D | Predicate | Precicted value | configence | cases Support [
=0 true 0 0.7557 884 1.0000

=11 0 0.5284 405 0.4581
[S] [ ] 3043
=3 YRS_RESIDEMCEisin{1012456788} 0 0.5746 181 0.2042

T EDUCATION is in { 10th 12th < Bach. Assoc-VHS-or.. 0 0.5309 162 0.1833

L} EDUCATION is in { 11th 15t-4th Sth-Gth 7th-8th Sth P.. 0 0.9474 149 0.0215

9 ¥RS_RESIDEMCE isin{01111323} 0 0.8750 a8 0.0895

B EDUCATION is in { Assoc-A Bach. Masters PhD Praf.. 1 0.7574 136 0.1538

=4 HOUSEHOLD SIZEisin{1 26-89+) 0 0.9472 479 0.5419
Els YRS_RESIDEMCEisin{ 1012456788} 0 0.8937 207 0.2342
10 QCCUPATION is in{ Crafts Exec. Farming Machine ... 0 0.8421 133 0.1505

11 QCCUPATION is in{ ? Armed-F Cleric. Handler Hou... 0 0.9865 74 0.0837

12 YRE_RESIDENCEisin{01111323} 0 0.9840 272 0.3077

Predicted Target Value: 0

Support: 0.3043

Confidence 06729

Cazes: 269

Level 2

Spit Rules: (CFulRule  (3) Surrogate

0 OCCUPATION is in { ? Armed-F Cleric. Crafts Farming Handler House-s Machine Other Pratec. Sales TechSup Transp. }

Predicate l Target Yalues







Chapter 8 — Classification: Support Vector
Machines

A solution to a Classification problem predicts a discrete value for each case: 0
or 1; Yes or No; Low, Medium, or High.

Oracle Data Mining provides four algorithms for solving Classification problems;
the nature of the data determines which method will provide the best business
solution, so normally you find the best model for each algorithm and pick the best
of those for deployment. This chapter discusses the Support Vector Machines
algorithm.

Oracle Data Mining’s Support Vector Machines (SVM) algorithm is actually a

suite of algorithms, adaptable for use with a variety of problems and data. By

swapping one kernel for another, SVM can fit diverse problem spaces. Oracle
Data Mining supports two kernels, Linear and Gaussian.

Data records with N attributes can be thought of as points in N-dimensional
space, and SVM attempts to separate the points into subsets with homogeneous
target values; points are separated by hyperplanes in the linear case, and in the
non-linear case (Gaussian) by non-linear separators. SVM finds the vectors that
define the separators giving the widest separation of classes (the “support
vectors”). This is easy to picture in the case of N = 2; then the solution defines a
straight line (linear) or a curve (non-linear) separating the differing classes of
points in the plane.

SVM solves regression problems by defining an N-dimensional “tube” around the
data points, determining the vectors giving the widest separation. See Chapter 9
for a discussion of the Regression case.

SVM can emulate some traditional methods, such as linear regression and
neural nets, but goes far beyond those methods in flexibility, scalability, and
speed. For example, SVM can act like a neural net in calculating predictions, but
can work on data with thousands of attributes, a situation that would stymie a
neural net. Moreover, while a neural net might mistake a local change in direction
as a point of minimum error, SVM will work to find the global point of minimum
error.



Select Build from the Activity pull-down menu to launch the activity. Select
Classification as the Functionality and Support Vector Machines as the algorithm.
Click Next.

Select Mining Activity Type

Choose a model function type and algarithm. Review the descriptions to be sure you have picked the most appropriste
selectionz. Click the Help button for additional details

Function Type: | Clazsification i |
Algorithn: |Suppnr‘t “Wector Machine vl
Description:

Clazsification Function:
- Predict class membership for categorical target
Support Yector Machine Algorithm:
- Maximum prediction accuracy that avoids overfit
- Supports sparse transactionsl data.

- Supports text data

Usage:

I & classification problem, you heve & numbet of cases (examples) and wish to predict which of several
classes each case belonys to. Each case has multiple attributes; each attribute takes on one of several
nssiile values. The attributes consist of muttiple predictor sttributes (independent variables) and one target
sttribute (dependent variable). Each of the target sttribute's possible values is a class to be predicted on the
msiz of thet case's predictor attribute values.

| Help | | = Back " Mlesd = ‘ Cancel |

All steps in the Build Activity until the Final Step are identical to those for Naive
Bayes; refer to Chapter 5 for explanations.

On the Final Step page, click Advanced Settings to view or modify the default
settings. The Sample, Split, and Test Metrics settings pages are identical to
those for Naive Bayes; refer to Chapter 5 for explanations.



Click the Outlier Treatment tab to modify settings related to extreme values. The
default treatment, as shown, recodes any value farther than three standard
deviations from the mean to a value exactly three standard deviations from the
mean.

You can change the definition of “outlier” by changing the number of standard
deviations, or by entering an explicit cutoff point, either as a percentage of
records or as an actual value. You can also choose to discard extreme values
rather than to recode them to “edge” values.

|/ Sample r Outlier Trestment r Miszsing Values |/ Marmalize r Split |/ Biiild r Test Metrics

Enahle Step
Options

Specify the values that are outliers (for example, values that are more than 3 standard devistions fram the mean).
Case Cournt: 1500
Cutoff points

(%) Stel Devistion

Mutliples of Sigma 3

() Percent
Lavwer Tail %
Upper Tail %
() Walue
Lowwer alue

Upper %alue

Replace with

) nuis

'3::'.-' edge values

Help Ok | | Cancel




SVM is sensitive to missing values. The default treatment replaces a numerical
missing value with the Mean (Average) for that attribute, and replaces a
categorical missing value with the Mode (the most frequently occurring value).

You can choose to replace a missing value with a fixed user-defined value. (See
the discussion of the Predict function in Appendix C for an indication of how to
supply missing values using a data mining algorithm).

There is a difference between a missing value that is unknown and a missing
value that has meaning. For example, if an attribute contains a list of products
and quantities purchased by a customer in a retail store, each entry may have a
small number of products chosen from thousands of possible products. Most of
the products are “missing”, with the meaning that the missing products were not
purchased. Such an attribute is referred to as “sparse”, and normally you don’t
want to impose a missing value treatment on that attribute. The default is to skip
such attributes in defining a Missing Value Treatment, but you can change that
by clicking the checkbox below the Case Count.

|/ Sample r Outlier Trestmett r Miszing Values |/ Marmalize r Split |/ Biiild r Test Metrics

Enahle Step
Options

Default missing values strategies have been defined for both numerical and categorical sttributes. Reviewy and change as
NECEsIary.

Case Cournt: 1500

Apply to all attributes except for the sparse ones

Murmerical Strateoy: '3:'.-' Replace with |h-1ean '|
"::_.' Replace with custom value I:l
() Drop sttribute
Categarical Strategy: 'Z:}_.' Replace with |r\-10de '|
"::_-' Replace with custom value I:l
() Drop attribute
Help QK | | Cancel




SVM requires that numerical data be normalized; the default normalization
method is min-max, which recodes all values to be in the range from 0 to1,
maintaining the relative position of each value. You can change the resulting
range.

If the data has extreme outlier values that must be maintained, the z-score
method normalizes most values to the range from -1 to 1, but allows values
outside that range representing the outliers.

r Sample |/ Outlier Treatment |/ Miszing Yalues |/ Marmalize |/ Split |/ Builc! |/ Test Metrics |

Enable Step
Options

Specify normalize option for all numerical sttributes. You can specify either Min-Max or Z-Scare.
Caze Court: 1500

Schemes for noh-sparse sttributes:

(5) MinMax (default) Min [0 | ma [1

() Z-Score

Scheme for sparse attributes:

(3) Linear Scale

Click the Build tab, then Algorithm Settings to see the default setting for Kernel
Function, which allows the algorithm to select automatically the appropriate
version of SVM to use.

|/ Sample |/ Outlier Trestment |/ Missing Yalues |/ Mormalize |/ Split |/ Euild |/ Test Metrics

Enahble Step
Options

r General r Algorithm Settings |

Altthough the default seftings are expected to work wwell, you may find it worthwhile to alter these settings based on the:
henefits outlined below.

Kernel function: | Systemn Detertnined

Tolerance value: 0.0m

Range: = 0 and == 0.1

Do you veart to specify the complexity factors?
O ves (O]
Complexity factor:
Range: =0

Do you vweant Active Learning?

':"EBS ':'ND




Click the pull-down menu for Kernel Type to see the alternatives and to expose
the parameters for each. You have a choice of two kernels: Linear and Gaussian
(non-linear).

For the Linear case:

r Sample r Cwitlier Treatment r Mizzing Yalues r Mormalize | Split | Build r Test Metrics

Enable Step
Options
r General r Algarithin Settings |
Although the default settings are expected to wark well, you may find it wworthwhile to alter these settings based on the
henefits outlined below .
Kernel function: |Linear b’ |
Talerance value: 0.001
Range: = 0 and == 0.1
Do yow weant to specify the complexity factors?
O ¥Yes (oL}
Complexity factor:
Range: =0
Do yow weant Active Learning?
() ves OiMg
| Help | | Ok | | Cancel |

Tolerance is a stopping mechanism — a measure of when the algorithm should
be satisfied with the result and consider the building process complete. The
default is .001; a higher value will give a faster build but perhaps a less accurate
model.

A model is called overfit (or overtrained) if it works well on the build data, but is
not general enough to deal with new data. The Complexity Factor prevents
overfitting by finding the best tradeoff between simplicity and complexity. The
algorithm will calculate and optimize this value if you do not specify a value. If the
model skews its predictions in favor of one class, you may choose to rebuild with
a manually-entered complexity factor higher than the one calculated by the
algorithm.

Active Learning is a methodology, internally implemented, that optimizes the
selection of a subset of the support vectors which will maintain accuracy while
enhancing the speed of the model. You should not disable this setting.



For the Gaussian case:

r Sample r Outlier Trestment r Mizsing Yalues r Mormalize r Split |/ Bl r Test Metrics

Enable Step
Options

( General r Algorithm Settings |

Although the default settings are expected to weark weell, you may find it warthwhile to ater these zettings based on the
henefits outlined below: .

Kernel function: | Gavzzian e’

Talerance walue: 0.001

Range: = 0 and == 0.1

Do you wwant to specify the complexity factors?
( : | ¥es l :,. Mo

Complexity factor:
Range: = 0

Do you wart Active Learning?

'}'EBS ':'ND

Do you want to specify the stahdard devistion for gaussian kernel?
i : | Yes { :,. Mo

Stanclard devistion:
Range: = 0

Cache size (M)

Range: = 0

| Help | | Ol || Cancel |

The Tolerance and Complexity settings have the same meaning as in the Linear
case.

Active Learning, in addition to increasing performance as in the Linear case, will
reduce the size of the Gaussian model; this is an important consideration if
memory and temporary disk space are issues.

Together with the complexity factor, the number of standard deviations (sigmas)
is used to find the happy medium betweem simplicity and complexity. A small
value for sigma may cause overfitting, and a large value may cause excess
complexity. The algorithm will calculate the ideal value internally.

The Gaussian kernel uses a large amount of memory in its calculations if Active
Learning is not enabled. The default cache size is 50 Megabytes and should
suffice; if the build operation seems very slow, increasing Cache size may help.



Click OK to return to the final wizard page and click Finish to run the activity.

Support Yectar Machine Classification Mining Activity - DEMO_SWh_BA1

Thiz activity consists of the recommended steps to build and test a Classification model using the Support Yector Machine algorithen. The input far
step is the output of the previous completed step or, if no previous steps were completed, the input table. Click Bun Activity to perform all selected
steps.

Summany

Activity Data

Cotnmett: mE—

| Edit.

— | Run Activi
[ ] Sample =] skipped

This step samples the mining data. Athaugh not normally required, this step can be used to sample very large data sets.
To complete this step manually, click Custom.

| Options... || Reset |

Outlier Treatment V¥ Completed

Thiz transtormation step handles outliers in mining data. To complete this step manually, click Custam.

Cutput Dista | Options... || Reszet |
Missing values ¥ Completed

This transformation step handles missing values in the mining data. To complete this step manually, click Custom.

Cutpt Dists | Options.. || Re=et |
Mormalize ¥ Completed

Thiz transtormation step normalizes the mining data. To complete this step manually, click Custom.

Outpt Dista | Cptions... || Reszet |
Split ¥ Completed
Thiz transformation step splits the mining data into build and test data sets. To complete this step manually, click Custom.

Qutpt Data | Options .. || Rezet |
Build ¥ Completed
Thiz step builds the mining model. To complete this step manually, click Custom,

Buid Data (2 Resul | Options... || Reset |
Test Metrics ¥ Completed

This step creates a test metric result. To complete this step manually, click Custom.

Test Data [ Resut Select ROC Threshold | Options... | | Reset |




In the case of an SVM with the Linear kernel, you can click Result in the Build
step to see the Coefficients and Offset (Bias) for the model. Attribute Values with

high Coefficients (either positive or negative) are the characteristics with

strongest influence on the predictions.

[ Coefficients | Resutts | Build Seftings | Task |

Target Clazs: |1_1r|

Biaz: -2.5030076
Coetficients

Fetch Size 100 | Refresh |

| Unzcale | |E|rti| | Eﬁ |

Attribute Mame

Coefficient
11417893748

HOUSEHCOLD_SIFE
YRS_RESIDEMCE
EDLICATION
EDUICATION
CLUST_MARITAL_STATUIS
COUNTRY_MAME
BOOKKEEPING_APPLICATION
COUNTRY_MAME
YRS_RESIDEMCE
CLIST_MARITAL_STATLIS
YRS_RESIDEMCE
OCCUPATION
COUNTRY_MAME
EDUICATION
OCCUPATION
HOUSEHOLD_SIZE
COUNTRY_MAME
COUNTRY_MAME
OCCUPATION

10

Masters

10th

Married
Canada

1

Saudi Arahia
a

Separ.

4]

Exec.

Inited States of America
Bach.
Farming

K]

Meve Zealand
Germany
Frof.

] Sort coefficients based on absolute values

09673252339
0.9155042393
0.8911974878
0.8445092337
0.7799655309
0.6940323524
0.6391256010
0.6045732712
0.5263220453
0.50267 44564
0.4206376F22
0.40299720833
0.4026102777
0.3943812333
0.3592091248
0.3543586231
0.3142436354
0.30753205984
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The interpretation of the Test Metrics and the form of the Apply output is similar
to that for Naive Bayes — see Chapter 5 for more detail.






Chapter 9 — Regression: Support Vector Machines

NOTE: Oracle Data Mining 11.1 support two algorithms for Regression: Support
Vector Machine and Linear Regression (Generalized Linear Models). See
Appendix D for more information.

The SVM algorithm can be used to predict the value of a continuous (floating
point) value, usually called a regression problem. To illustrate this feature, use
the same tables as for the Classification problem, but select a continuous
attribute, AGE, as the target.

Select Build from the Activity pull-down menu to launch the activity. Select
Regression as the Functionality; Support Vector Machine is the only choice for
the algorithm. Click Next. In Step 2 specify MINING_DATA_BUILD_V as the
case table and CUST_ID as the key. Click Next.

Select Mining Activity Type

Choose a model function type and algorithm. Review the descriptions to be sure you have picked the most appropriste
selections. Click the Help button for additional details

Function Type: | Regression = |
Algorithm: |Supp0n wector hachine 3 |
Description:

Regression Function:
- Predict value of numeric target.
Support Yector Machine Algorithm:
- Maximum prediction accuracy that avoids overfit

- Supports sparse transactionsl data.
- Supports text data

Usange:

Regression models are predictive models. The difference between regression and classification is that
regression has numerical or continuous target attributes, whereas classification deals with discrete or
categorical target attributes

In Step 3, specify AGE as the Target.



Review Data lUsage Settings

Select the column for the target. You can change the column settings to better match your understanding of the data The
default zettings hawe been determined for each column bazed on the activity type and the characteristics of the data.

Data Summary

Narme | Alias [Target [input [DataType [ Mining Type [ sparsity |
EIRAHMINING_DATA ..
AFFINITY_CARD  AFFINITY_GARD ~ ¥ | NUMBER categorical
poe e | o | M [nUMBER  [numsrical
BOOKKEERING_AP... BOOKKEEPING_AP.. | NUMBER categorical
BULK_PACK_DISK.. BULK_PACK_DISK.. NUMBER categorical
COUNTRY_NAME  GOUNTRY_NAME VARCHARZ | categorical
CUST_GENDER  CUST_GENDER CHAR categorical
CUST_ID CUST_ID NUMBER nurmerical

CUST_INCOME_LE... CUST_INCOME_LE .
CUST_MARITAL_S.. CUST_MARITAL_S..
EDUCATION EDUCATION

FLAT_PAMEL_MON... FLAT_PANEL_MON...
HOME_THEATER_... HOME_THEATER_..
HOUSEHOLD_SIZE  HOUSEHOLD_SIZE
OCCUPATION OCCUPATION

WARCHARZ categorical
YARCHARZ categorical
WARCHAR?Z categarical
HUMBER categorical
MUMBER categorical
YARCHARZ categorical
WARCHAR?Z categarical

'|_|_|‘I'|_|_|-I'|_|_|‘I'|_|_|‘Iu_|

inlislielinlinlie linlinlie lie lie lie lin lielie lie]
U IR [ i R |

05_DOC_SET_KA.. 0S_DOC_SET_KA. NUMBER categarical
FPRINTER_SUPFLIES PRINTER_SUPPLIES MNUMBER categorical
YRE_RESIDENCE  YRE_REEIDEMCE MNUMBER categarical
¥_BON_GAMES ¥_BOX_GAMES MNUMBER categotical

‘ Help | | = Back " Next = | | Cancel |

The remaining steps are the same as for previous model build activities; refer to
Chapter 5 for more details.

On the final page, click Advanced Settings to modify the default values. The Test
Metrics and Residual Plot tabs don’'t expose any parameters, and all tabs except
Build are identical to the tabs for SVM Classification. Refer to Chapter 8 for more
details.

The default setting for Build allows the algorithm to select and optimize all
parameters, including the choice of kernel. If either Linear or Gaussian kernel is
chosen explicitly, the only parameter different from the Classification case (See
Chapter 8) is Epsilon Value.

SVM makes a distinction between small errors and large errors; the difference is
defined by the epsilon value. The algorithm will calculate and optimize an epsilon
value internally, or you can supply a value. If there are very high cardinality
categorical attributes, try decreasing epsilon, after an initial execution to
determine the system-calculated value.



| Semple | Cutier Treatment | Missing Values | Mormalize | Spit | Euld | TestMetrics | Residual Piot

Enable Step
Options
Afthough the default settings are expected to work well, you may find it worthewhile to atter these settings hased on the
benefits outlined below:.

Kernel function: |Gaussian B

Taolerance value: 0001

Range: = Dand == 0.1

Do you weant to specify the complexity factors?
) ves (3) Mo
Complexty factor:
Range: = 0 ar nat defined (system calculated)
Do you weant Active Leathing?

(3) Yes () Ng

Do you weant to specify the epsilon walue?
O ves (&) Mo
Epzilon value:

Range: = 0 or not defined (system calculated)

Do you weant to specify the standard deviation for gaussian kernel?

O Yes (%) Mo

Standard deviation:
Range: = 0 or not defined (system calculated)

Cache size (hi):

Range: =0

| Helg | | Ok || Cancel |

Click OK to return to the final page of the wizard, and Finish to run the activity.



Support Yector Machine Regression Mining Activity - DEMO_REGR_BA1

This sctivity consists of the recommended steps to build ahd test & Regression model using the Support Vector Machine slgorithim. The input for &
step iz the output of the previous completed step ar| if no previous steps were completed, the input table. Click Run Activity to perfarm all selectec
steps.

Summary

Activity Data

Comment: =
‘ | Eciit.

o | Run activ

[] Sample =) Skipped

This step samples the mining data. Athough not narmally required  this step can be used to sample very large data sets.

To complete this step manually, click Custam.

| Options. .. || Reset |

Outlier Treatment V' Completed

This transformation step handles outliers in mining data. To complete this step manually, click Custom.

Cutput Data | Options.. || Reset |
Missing values ¥ Completed
Thiz transformation step handles mizsing values in the mining data. To complete thiz step manually, click Custom.

Cutput Deta | Oiptions.. || Reset |
Mormalize ¥ Completesd
This transfarmation step normalizes the mining data. To complete thiz step manually, click Custam.

Output Data | options. . | | Reset |
Split ¥ Completed
This transformation step splits the mining data into build and test data sets. To complete this step manually, click Custam.

Output Data | options. . || reset |
Build ¥ Campleted
This step builds the mining model. To cotmplete this step manually, click Custon,

Build Datar O Resut | options... || Reset |
Test Metrics W Completed
This step creates a test metric result. To complete this step manually, click Custom,

Test Data % Result | Options. .. || Reset |
Residual Plat ¥ Completed

This step creates a Residual Plat result. To complete thiz step manually, click Custom.

Resicual Data %5 Resut | optians. . || reset |

When the activity completes, you can click Result in the Build step to see the

Coefficients if the Linear kernel was used.



[ Cosfficierts || Results | Build Seftings | Task |

Bias: 47 BETE4761

Coefficients

Fetch Size:| 100 | Refresh | | Unscale | | Fiter | | o |
Attribute Mame Coefficient
CLUST_MARITAL STATUS 2459132049
YR5_RESIDENCE 1069211549,
CUST_MARITAL_STATUS Widowed 10.30834432.. §§§§§
YRES_RESIDENCE g 73415810710 |
YRE_RESIDEMCE 7 B.2738311305 —
HOME_THEATER_FPACKAGE 1 5.8411174991
YRE_RESIDEMCE 13 A.7936236035
COUMNTRY_MAME China 41080067110
EDLICATION 1 5t-4th 40411787471
YRE_RESIDEMCE 12 37020247186

Y _BOK_GAMES 1] 296231630249
COUMNTRY_MAME Mew Zealand 26785613472
COUMNTRY_MAME FPaoland 289927184372
EDLICATION ath-Gth 22975589796
COLUMNTREY_MNAME South Africa 2. 1862405534
EDLICATION FhD 1. 897486683206
COUMNTRY_MAME Brazil 1.69178844530
EDLICATION Fresch. 16760263245
CUST_INCOME_LEVEL D 70,000 - 89,999 1.6554100435
QCCUPATION 7 14532488631 |+
L] Sort coefficients based on absolute values

You can click Result in the Test Metrics step to see several measures of
accuracy, including Root Mean Square Error (RMSE).

[ Test Metrics | Task |

Mean Absolute Error 00673192851
Mean Actual Walue 0.20002005649
Mean Predicted Yalue 02967278804
Foot Mean Sguare Error 01080432049

You can click Result in the Residual Plot step to see information about the
residuals, that is, an indication of the difference between the actual value (in the
Test dataset) and the predicted value. There are two different graphs available



by clicking the appropriate radio button: the Predicted value on the X-axis or the
Actual value on the X-axis. In each case, a dot on the 0 line means an exact
prediction, while other dots represent the error.

The graph below uses the Actual value on the x-axis, answering the question: for
what range(s) of actual values is this model likely to be accurate? Clearly, there
is a change at about Age=35, with a high degree of accuracy for lower ages. In
particular, a dot at AGE = 82 (X-axis) and Error = =30 (Y-axis) represents a case
with actual AGE 82 that was predicted to be AGE 52.

One possible tactic, given this test evidence, would be to build two distinct
models, one for ages below 35 and one for ages above 35.

[ Residual Plct | Task |

Sample Size: | Apply | | Unzcale | |§|

a0

Re=idual [

=30 - L

=40
u] 20 40 s 20 100

FActual (K]

() Predicted () (3) Actual (X)

| Residual Piot Graph | Residual Pict Data |

The graph shown below uses predicted values on the X-axis, and answers the
guestion: which predictions can | trust the most? The conclusion is similar to that



derived above — but from a different viewpoint — in particular, predictions between

the ages of 40 and 50 are not to

[ Residual Fist | Task |

Sample Size: | Apply |

be trusted.

| Unzcale | |§|

a0

a0

Residual [%]

=20

u] 10 20 20

40 50 &0 o 20

Fredicted [¥)

(%) Predicted (X) () Actual ()

| Residual Plot Graph | Residual Pict Data |

You can click on the Residual Plot Data to see a listing of the actual and

predicted values for the Test dataset.






Chapter 10 — Clustering: O-Cluster

Clustering is used to identify distinct segments of a population and to explain the
common characteristics of members of a cluster, and also to determine what
distinguishes members of one cluster from members of another cluster.

ODM provides two Clustering algorithms, Enhanced k-means and O-cluster; this
chapter will discuss O-cluster.

Choose Build from the Activity pull-down menu, then select Clustering as the
Function Type and OCluster as the algorithm, Click Next.

Select Mining Activity Type

Chonse & model function type and slgorithn. Review the descriplions to e sure you have picked the most sppropriste
selections. Click the Help button for adeitional detais

Function Type | Clustering _
Algorithm: |octuster -
Deseription: b stering Function

- Find natural groupings in the data
Claster Algorithim

- Hierarchical, gric-based clustering.
- Handles large datasources

Usage:

lustering models uncover natural groupings (clusters) in the data. embers of the same cluster are mare ke
"clnser to') each other than they are lke members of & differsnt cluster. Clustering can be a usetul
iat-prepracessing step to identity hoMOJENEoUS groups on which to build predictive modsls

[ hep | [ <Bock || et | | cancel |

The goal is to segment the customers of the electronics store — select
MINING_DATA BUILD_V as the Case Table. You won't join in additional data —
select CUST _ID as key and click Next to continue.

Select the Case Table

Select the tabls cortaining the "cases" (individual recordsiovs) that will be input to your mining activty. You can unsslect
&y table columns that you know should not bs considered as mining attributes. You can alsajoin addtionsl data in wih the
case table by selecting the checkbox below.

Sohema |oruser M

Tableivisw: [rraz_paTa_BULD v -

[] Join additional data with case table

Uniqus Identifier:  (3) Single Key: =Selects

() Compound, or None |<Select=
NOTE: Compound (rul SFFINTY_CAHRD
bl This rsan ke 5 4,GE
[E00KKEERING_ARFLICATION
Select Carns. | galact | Nams BULK_PACK_DISKETTES
AFFINITY_CACOUNTRY _MamE
AGE cusT_cenpER

BOQKKEEF]

[

7

"

W BULK_PACK_DISKETTES NUMEER
W COUNTRY_NAME VARCHAR2
= CUST_GENDER CHAR

W cusTID NUMBER
¥ CUST_INGOME_LEVEL VARCHARZ
W CUST_MARITAL_STATUS VARCHAR2
= EQUCATION WARCHARZ
M FLAT PANEL MONITOR NUMEER

Sampling Settincgs

| Hew | <Back | next» | Caneel
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Review the data settings and

e Ensure that “continuous” integer attributes are numerical (for example,

AGE)

e Ensure that binary integers are categorical

Click Next

Review Data Usage Settings

You can change the column settings to better match your understanding of the data The defautt settings have been
determined for each column based on the activity type and the characteristics of the data.

Data Summary.
MName Alias Input Data Type Mining Type Spar...
AFFINITY_CARD AFFINITY_CARD W MUMBER categorical r
A5E A5E W MUMBER numetrical r
EOOKKEEPING_APPLIC.. EOOKKEEPING_APPLIC. | M | MUMBER categorical r
BUILK_PACHK _DISKETTES BULK_PACK DISKETTES | W MUMBER catenorical r
COUNTRY_MAME COUNTRY_MAME ¥ WARCHARZ  categorical r
CLST_GEMDER CLST_GEMDER V¥ [ cHeR categorical r
CUST_ID CUST_ID I MUMBER numetrical r
CUST_IMCOME_LEVEL | CUST_INCOME_LEVEL W WARCHARZ  categarical r
CLST MARITAL STATUS | CUST MARITAL STATUS | W WARCHARZ | categarical r
EDUCATION EDUCATION ¥ WARCHARZ  categorical r
FLAT_PAMEL_MONITOR | FLAT_PAMEL_MONTOR W | MUMBER categorical r
HOME_THEATER_PACK.. HOME_THEATER_PACK. M MUMBER catenorical r
HOUSEHOLD_SIZE HOUSEHOLD_SIZE W WARCHARZ  categarical r
OCCUPATION OCCUPATION W WARCHARZ categarical r
05 _DOC_SET_KAMI 05 _DOC_SET_KAMI ¥ | MUMBER categorical r
FRIMTER_SUFFLIES FRIMTER_SUFFLIES | MUMBER categorical r
YRE_RESIDENCE YRE_RESIDENCE W MUMBER catenorical r
v_BO¥_GAWES v_BO¥_GAWES W | MUMBER categorical r

‘ = Back " Rl = |

| Help | Cance\|

Enter a descriptive name for the activity and click Next.

Activity Name

Erter the name for the neve Mining Activity.

Mame:  [DEMO_OC_Riat

Commerit:

D

[ hen | | <Back | mext» | | cancal |

10-2



Click Advanced Settings on the final wizard page to view or modify the default
settings. The Sample, Outlier Treatment, and Discretize settings have the same
meanings as for Naive Bayes and Support Vector Machines; refer to Chapters 5
and 8 for more details.

You can change the maximum number of clusters and the Sensitivity.

O-Cluster finds “natural” clusters by identifying areas of density within the data,
up to the maximum number entered as a parameter. That is, the algorithm is not
forced into defining a user-specified number of clusters, so the cluster
membership is more clearly defined.

The Sensitivity setting determines how sensitive the algorithm is to differences in
the characteristics of the population. O-cluster determines areas of density by
looking for a “valley” separating two “hills” of density in the distribution curve of
an attribute. A lower sensitivity requires a deeper valley; a higher sensitivity
allows a shallow valley to define differences in density. Thus, a higher sensitivity
value usually leads to a higher number of clusters.

If the build operation is very slow, you can increase the Maximum Buffer Size in
an attempt to improve performance.

When done, click OK to return to the wizard final page, then Finish to launch the
activity.

rSampIe rOutIier Treatimert rD\screﬁze Build |

Enable Step
Options

By increasing the sensitivity value you may increase the number of clusters crested, but the maodel will take longer to build.

& higher sensitivity value makes the algorithm detect smaller density varistion as clusters.

Ndaxitnum Number of Clusters:
Senstivity:

Range: O(fesvet clusters) to 1(more clusters)

Maximum Buffer Size: 50000

Rahge: =0

Help O | | Cancel
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When the activity has completed, click Result in the Build step to investigate the
model.

0-Cluster Mining Activity - DEMO_OC BAT
Thiz activity consizsts of the recommended steps to build and test a Clustering model using the o-Cluster algorithim. The input for & step is the output of
the previous completed step or, if no previous steps were completed, the input table. Click Run Activity to perform all selected steps.

Summary

Activity Data
Comment: =
| Edt... |

St | Run Activity |

[] Sample =] skipped

Thig step samples the mining data. Athough not normally required, this step can be uzed to sample very large data sets. To

complete this step manually, click Custom.

| Qptions... || Reset |

Qutlier Treatment V¥ Completed

Thiz transformation step handles outliers in mining data. To complete this step manually, click Custorm.

Output Deta | Options... || Reset |
Discretize ¥ Completed
Thiz transfarmation step dizcretizes the mining data. To complete this step manually, click Custom.

Output Data | Options... || Reset |
Build ¥ Completed
Thiz step builds the mining model. To complete this step rmanually, click Custom.

Build Dats [;* Resut | options.. || Reset |

10-4



All clusters are shown in the first display, even intermediate clusters, so you can
see how and why the segments were created in the iterative process. In the
example shown below cluster 2 was created from cluster 1 (the entire population)
based on Cust_Income_Level; cluster 4 was created from cluster 2 based on
Occupation. (Your display may differ due to the small size of the dataset and the

random sampling process)

File  Publish Help

r Clusters | Rules Results r Bild Settings: Task |

Leaf Clusters: 10
Cluster Levels: 6
Cases: 1500

Clusters: |:| Show Leaves Only

ENED

Cluster IO
=]
=2
El4
B
=7
=10
18
19
=111
12
13
I}
=3
Els
14
14
Elg
16
17

To see the final clustering click the Show Leaves Only checkbox.

r Clusters r Rules r Results r Build Settings Task |

Leaf Clusters: 10
Cluster Levels: &
Cases: 1,500

C\_us‘ters. Show Leaves Only

Split Rule

CUST_INCOME_LEVEL in (A Below 30,000, B: 30,000 - 49,894, C: 50,000 - 69,994, D' 70,

QCCUPATION in {7 Armed-F, Cleric.)

QCCUPATION in {Crafts, Exec., Farming, Handler)

QCCUPATION equal (Crafts)

QCCUPATION in (House-s, Machine, Other, Prof)

QCCUPATION in¢?, Armed-F, Cleric., Crafts, Exec., Farming, Handler, House-s)

OCCUPATION in (7, Armed-F, Cleric., Crafts)

QCCUPATION in iMachine, Other, Prof, Protec.)

Detail

| Expanc |

| colpse a1 |

on| &)

201
157
141
234
116
182
15
43

176

Cluster ID Cases [l
| Detai |

| Expana an |

| callapse i |
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Highlight a cluster and click Detail to see a histogram of attributes for the
members of the cluster. You can view the histograms for more than one cluster
at a time, so you can compare the characteristics separating one cluster from
another. In the example below (yours may differ), cluster 7 is predominantly
Female while cluster 16 is predominantly Male. Note that the centroid does not
necessarily indicate the value with the highest distribution; it is found by a
calculation similar to that for a physical center of gravity.

rCIus‘ters r Rules r Results r Build Settings Task |

Leaf Clusters: 10
Cluster Levels: &
Cazes: 1,500

Cl_uslers. Show Leaves Only

Ein @J

Cluster ID

a4
11

“#Cluster Details - Cluster ID: 7

Cluster Details
Cluster D T
Cluster Level. 3
Record Count: &3

Cluster Centroid Attributes:

Adtribute Centroid Yalue
AFFIMTY _CARD [u]
AGE 37.04545454545455
BOOKKEEPING _APPLICATION 1
BULK_PACK_DISKETTES 1

COUMTRY _MAKME

United States of America

CUST_GERDER
CUST_IMCOME_LEWEL
CUST_MARITAL_STATUS

L: 300,000 and above
harried

Cases

201
147

<2 Cluster Details - Cluster ID: 16
Cluster Detailz
Cluster ID: 16
Cluster Level: 3
Record Count: 182

Cluster Centroid Attributes:

Detil
| Exoandt an

=181 x]{]

Cloze ‘

United States of America
F

J: 190,000 - 249,999
Mewverhd

COUNTRY _MAME
CUST_GEMDER
CUST_IMCOME_LEYEL
CUST_MARITAL_STATUS

Attribute Certroid alue |
AFFINTY_CARD 0
AGE 3 HMBIBIHBIBIE 7
BOOKKEERING _&PPLICATION 1
BULK_PACK_DISKETTES 1

Histogram For: CUST_GENDER

a0

0
&0
&0

Percentage
&

20
A
0

u}

Values

Histogram For: CUST_GENDER

70

&0
o 50
il
£ 40
]
0 a0
5
& 2o

10

]

M F
Walues
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Click the Rules tab and highlight a cluster to see the rules defined by the cluster.
Click the checkbox Only Show Rules for Leaf Clusters to see the final clustering.

Click the checkbox Show Topmost Relevant Attributes to include only the most
important factors in the rule for cluster membership.

Confidence is a measure of the density of the cluster and Support is the number
of cases from the input dataset determined to be in the cluster.

File  Publish Help

r Clusters | Rules Results r Build Settings Iﬁkl
Show topmost relevant attributes:

|Befresh ‘
Sort | | Ei
Rules Qn\\f Showy Rules for Leat Clusters |L‘ |i| |§|
Cluster IO Suppart Caunt
G 103
12 184
13 0.7TE31578947 116
14 0.8097826087 144
15 0.8028169014 114
16 0.8494623656 158
17 0.7723577236 95
18 0.7978723404 il
19 0.7906976744 102
Rule Detail

IF
HOUSEHOLD_SIZE in (1.0,2.0,3.0,3+) and OCCURATION in (7, Cleric., Crafts, Exec., Handier, Machine, Other, Prof_, Sales, Transp ) and OS_DOC_SET_KANJ = 0.0 and ¥ _BOX_GAMES in (0.0,10)
THEN

cluster equal 5

Confidence (%)=0.5120436402877695
Support =113
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Applying a Clustering Model

Suppose you have created a clustering model that segments your customers into

homogeneous groups. You can apply that model to new customers to determine
likely segment membership.

Choose Apply from the Activity pull-down menu and click Next.

hining Apply Activity Wizard

This wizard crestes a new Mining Spply Activity.

An Apply Activity iz created based on a completed Build Activity. Each required Apply
transformation step will he completed automatically if & corresponding Build

transformation step was completed.

Click Mext to proceed.

[ ] Skip this Page Mest Time

| Help | | Mext = | | Cancel |

Select the Build activity that was used to create the clustering model; all
metadata from the build steps will be passed to the Apply activity. Click Next.

Select a Build Activity

Select a completed build activity to be used for cresting an apply activity. You may
zelect a standalone maodel if the model was nat buit using Data Miner.

() Build &ctivity

O Standalone Mining Mocdel

EE Anamaly Detection
#(F Classification
BEE Clustering
|-G T
EE Feature Extraction
EE Regression

| Help | = Back | Mext = i | Cancel

10-8



Click Select and browse to the table/view that will be scored by the model. The
input data must be in the same format as the case table in the build activity. Click
Next.

Select Apply Data Sources

Select the apply data sources that correspond to the origingl build input deta
sources. Build and apply data sources must be compatible. However, any missing
apply sttributes will be recreated with NULL vales.

I
Select apply Table || Em—
= MINING_EOICD
- MINING_BUILD 1 _U

o B MINING,_ELILD_ V2 U

o B MINING,_ELILD_ V'3 _U

— & - B MINING_DATS_APPLY

= : - B MINING _DATA_APPLY 150207376

- B MINING _DATA_APPLY 172288080

- MINING _DATA_APPLYS18552046_2%
= B MINING _DATA_APPLYEE3II S5272_8
= MINING _DATA,_APPLYTT3195151

- 3 MIMNING_DATA_APPLY _STR_W

m '-'1 . o

- B MINING,_DATA_APPLY W1 _A |
. B BAIRIIRS AT & I

f 3
|E| |&_KJ Cancel |
Help | | = Back || Mt = i Cancel |

You will need an identifier for each record, and you can add other information
such as name and phone number if available. Click Next to continue.

Select Supplemental Columns

Select columns to include in the apply output table slong with the standard
prediction columns. Youw should include the columns that uniguely identify the
cazes (individual rowwsirecords).

Marme Alias | Select | Data Type

EIRAH MIMING_DATA. . =
AFFINITY_CARD | AFFINITY_CAR... r NUMBER
AGE AGE_1 r MNUMEER
BOOKKEEFING_... BOOKKEEPIN... r HNUMBER
BULK_PACK_DL.. |BULK_PACK_.. r NUMBER
COUNTRY_NAME | COUNTRY_MNA.. r WARCHARZ
CUST_GEMDER | CUST_GEMDE... r CHAR
GUST_ID CUST_ID_1 T HNUMBER
CUST_INCOME_... | CUST_INCOM... r WARCHAR?2
CUST_MARITAL.. CUST_MARITA.. r WARCHARZ
EDUCATION EDUCATION_1 r WARCHARZ
FLAT_PAMEL_M... |FLAT_PAMEL ... r NUMBER
HOME_THEATE... |HOME_THEAT... r NUMBER | &
HOUSEHOLD_SI.. HOUSEHOLD ... r WARCHARZ
OCCUPATION OCCUPATION_1 r WARCHAR?Z
05_DOC_SET_.. |OS_DOC_SET.. r NUMBER e

| Help | | = Back | et = i | Cancel
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You have a choice of output information to be included in the records that are
scored by the model.

The rules that were displayed in the model build activity are not necessarily
exhaustive of the data space. For example, the model will be asked to associate
a new customer with an existing segment, even if the new customer doesn’t
conform exactly to the rules for any cluster. Thus a probability of membership in
each cluster is assigned to a record. You may want the apply output to show only
the cluster with highest probability of membership for a given record (this is the
default as shown below). Otherwise, you can include the probabilities for any
number of clusters, either by specifying particular clusters, or by indicating the
number of clusters ranked by probability. Check the appropriate radio button and
click Next.

Both types of formats will be shown in the final display later in this chapter.

Select which cluster id output options you want for your cluster apply. For
specific option, you can specity the baze column name o which the output
prediction columns will be based

Leaf Cluster ld=s Count: 10

(%) Most Probakle Cluster Id

() Specific Cluster Ids

Incl... | Cluster 1D Base Column Narme

I 16, . L L L

) Number of Best Cluster lds

| Help | | = Back || Mext = | | Cancel |
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Enter a descriptive name for the activity and click next.

Activity Name

Enter the name for the new Mining Activity .

Name: |DEMO_OC_aad

[»

Comment:

<]

There are no Advanced Settings for the Apply activity. Click Finish to launch the
activity.

Mews Apphy Activity Wizard is complete.

Click Finizh to creste the Mining Activity.

Run upon finish

[ Finish ” Cancel ]
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When the activity has completed, click Result in the Apply step to view the
output.

o-Cluster Mining Apply Activity - DEMO_DC AR

The data used for model apply must be prepared in the same way that the data for model build wasz. The data preparation has been done. (You can
reda the transformation steps by clicking Reset and then Start.) Click Start in the Apply step to apply the model to the data.
Summary

Activity Data

Carmrrerit: §

| | Ecit... |

steps: | Fun Activity |
Cutlier Treatment ¥ Completed

Thiz transformation step handles outliers in mining data. To complete this step manually, click Custom.

Output Dt | options... || Reset |
Discretize ¥ Completed

Thiz transformation step discretizes the mining data. To complete this step manually, click Custorn.

Output Dt | optians.. || Reset |

Apply ¥ Completed
Thiz step applies the mining madel. To complete this step manually, click Custom.

Apply Data 5 Resull | Optians... || Reset |
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If you chose to include only the most likely cluster membership for each record,

you see a display as below:

File  Publizh  Help

r Apply Output |/ Anply Settings r Tazk |

Apply Output Takble:

Fetch Size: | Refresh |

OMREECASE_ID CLUSTER_ID FPEOBAEBILITY
100,001 14 0.5548
100,002 16 0.6181
100,003 13 1
100,004 17 0.95951
100,005 14 1
100,006 12 1
100,007 16 0.6798
100,008 14 0.85833
100,009 19 0.636
100,010 5 1
100,011 19 0.93949
100.012 16 1

You can highlight a record and click Rule to see the cluster definition for the
cluster with the highest probability. As noted above, the record may not conform

exactly to the rule.

This vieswer showes the rule referenced by the selected rule id in the apply output

table. To view ancther rule, select a new rule id in the table

Fule Detail

F
oy_EOK_GAMES equal 0.0

»CUST_SENDER equal M

*OCCUPATION in Sales AMD QCCUPATION in Transp.

AND CUST_MARITAL_STATUS in Mewerhd

oELLK_PACK _DISKETTES in 0.0 AND BULK _PACK_DISKETTES in 1.0
#HOUSEHOLD_SIZE in 2.0 AMD HOUSEHGCLD _=IZE in 3.0 AND
HOUSEHOLD_SIZE in 9+

#4GE lessOrEqual 10.0 AND AGE gresterOrEgual 6.0
oFLAT_PAMNEL_MOMITOR in 0.0 &ARND FLAT _PANEL_MORMTOR in 1.0
ECQCKKEEPING _APPLICATION equal 1.0

40,000 - 69,999 AND CUST_INCOME_LEWEL in E: 90,000 - 109 939 AND

130,000 - 149,993 AND CUST_IMCOME_LEWEL in H: 150,000 - 169,993 AND
CUST _IMCOME _LEYEL in I 170,000 - 159,999 AND CUST _INCOME_LEVEL in J:
190,000 - 249,599 AMD CUST_IMNCOME_LEWEL in L 300,000 and shove
SCOUNTRY _MWAME equal United States of America

#05_DOC_SET_KAMJ eqgual 0.0

SEDUCATION in = Bach, AND EDUCATION in Bach. AND EDUCATION in
HE-grad AMD EDICATION in Masters

*CLST_MARITAL_STATUS in Divorc. AND CUST_MARITAL_STATUS in Married

#YR5_RESIDEMCE lessOrEqual 10.0 AND YRS_RESIDEMCE gresterOrEcual 5.0

»CLUIST_RICCOME_LENVEL in B: 30,000 - 45 999 AND CUST_INCOME_LEVEL in C:

CUST _IMCOME_LEYEL in F: 110,000 - 129,999 AND CUST_INCOME_LEVEL in G:

FY

| el | | ok |
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If you chose to specify by Cluster_ID more than one cluster in each record, you
will see a result like the one below. Note that in some cases, as in the record
highlighted below, there is not a very high probability that the record belongs in
any defined cluster. This may be an example of a rare or unusual case.

Apply Output Apply Settings Task |

Apgly Output Table: o
Fetch Size: | Retfresh ‘ | & |
DMRE ‘CLUSTEFJ_\D_E \CLUSTER_\DJ |CLUSTER_ID_E CLUSTER_ID_13 | CLUSTER_ID_14 | CLUSTER_ID_15 | CLUSTER_ID_16 | CLUSTER_ \CLUE
61 1 1] 1] 1] 0 1] 1] 1] o[~
62 1] 1 1] 1] 0 1] 1] 1] o
63 1] 1] 0.1065 0.2894 0.004 1] 1] 1] 0
64 1] 1 1] 1] 0 1] 1] 1] 0
64 1] 1 1] 1] 0 1] 1] 1] 0
B 1] 1] 1] 1] 0 0.0293 1] 0.8707 0
67 1] 1] 0.0047 0.9952 0.0001 1] 1] 1] 0
68 1] 1] 1] 1] 0 1] 1] 1 0
69 1] 1 1] 1] 0 1] 1] 1] o
70 1] 1] 1] 0.9976 0.0023 1] 1] 1] 0
71 1] 1 1] 1] 0 1] 1] 1] 0
7z 1] 1 1] 1] 0 1] 1] 1] 0
73 1] 1 1] 1] 0 1] 1] 1] 0
74 1] 1 1] 1] 0 1] 1] 1] 0
74 1] 1 1] 1] 0 1] 1] 1] 0
7B 1] 010687 0.8933 1] 0 1] 1] 1] o
T 1] 1] 0.7063 1] 0 1] 0.2937 1] 0
78 1] 1] 0.9995 0.0004 0 1] 1] 0.0001 0
] 1] 1] 0.0001 1] 0.9993 1] 1] 1] 0
=] 1] 1] 1] 0.8711 0 1] 1] 1] 0
81 1] 1] 0.0117 1] 0.0003 1] 1] 1] 0
82 o o 0.0001 0.3306 0.0002 o o o o
83 1] 1] 094975 0.0003 0 1] 0.0022 1] o
84 0 0 06896 0 0 0 0 0.3104 0
oo Josr o o o oz o |
=1 0.0012 0.9983 1] 0 1] 1] 0
ar 1] 1] 0.9804 1] 0.0196 1] 1] 0
88 1] 1] 02836 1] 0.000% 1] 0.7056 1] 0
89 o o 0.0003 o 0.9997 o o o o
g0 1] 1 1] 1] 0 1] 1] 1] o
91 1] 1] 0.0003 0.9996 0 1] 1] 1] 0
92 1] 1] 1] 1] 0 1 1] 1] 0
93 1 1] 1] 1] 0 1] 1] 1] 0
94 1] 1] 0.0148 0.9852 0 1] 1] 0 [ -
as il il il Il il 1 il n i
il G ] [»]
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Chapter 11 — Clustering: k-Means

Clustering is used to identify distinct segments of a population and to explain the
common characteristics of members of a cluster, and also to determine what
distinguishes members of one cluster from members of another cluster.

ODM provides two Clustering algorithms, Enhanced k-means and O-cluster; this
chapter will discuss k-means.

Choose Build from the Activity pull-down menu, then select Clustering as the
Function Type and KMeans as the algorithm, Click Next.

Select Mining Activity Type

Choose & madel function type and algarithm. Review the descriptions to be sure you hawve picked the most appropriate
selections. Click the Help button for additional details.

Function Type: | Clustering = ]

Algorithm: |KMeans - |

DSl Clustering Function:

- Find natural groupings in the data.

Meahs Algorithie:

- Distance baszed clustering with a specified number of clusters.
- Supports sparse tranzactional data.

- Supports text data.
- Handles small datasources.

Usage:

Clustering models uncover natural groupings (clusters) in the data. Metbers of the same cluster are more like
"closer to") each cther than they are like members of 5 different cluster. Clusteting can be & useful
ata-preprocessing step to identity homogeneous groups on wwhich to build predictive models.

| Help | | = Back " et = | Cancel |

The goal is to segment the customers of the electronics store — select
MINING_DATA BUILD_V as the Case Table. You won't join in additional data —
select CUST _ID as key and click Next to continue.
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The wizard steps are identical to those for O-cluster until the final step. Refer to
Chapter 10 for more details.

On the final wizard page, click Advanced Settings to view or modify default

values. All settings except Build have the same meaning as for O-cluster. See
Chapter 10 for explanations.

K-means uses a distance metric to define the clusters, based on the centroid
(center of gravity) of each cluster. When a new cluster is split from an existing
one (that is, a new centroid is defined), each record is assigned to the cluster
whose centroid is closest to the record. ODM’s version of k-means goes beyond
the classical implementation by defining a hierarchical parent-child relationship of

clusters.

The parameter settings are explained below the screen display.

r Sample r Outlier Trestment r Mizsing Yalues r Mormalize r Build |

Erwhle Step
Options

Although the default settings are expected to work well, you may find i wortheehile to after these settings bazsed on the

henefits outlined kelow:.

The first criteria met will stop the madel from building.

Mumber of Clusters:

Distance Function:

Spiit Criterion:

tfirirmum Error Tolerance:

0o
Range: 001 (slovwer) to A (faster)

=] [m] [=

= (=)
x 5
= 2
= &
o i
o =
1 (]

Maximum ferations:
Range; 2(faster) to 30[slower])
Mirirnurm Suppart:
Range: = 0and ==1.0
Mumber of Bins:
Range: = 0
Block Gromwth:
Range: =1 and == 5
Help oK | | Cancel
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The k-means algorithm creates the number of clusters specified by the user
(except in the unusual case in which the number of records is less than the
number of requested clusters).

There are two distance metrics: Euclidean (default) and Cosine (appropriate if
the data has been normalized).

There are two methods of determining which cluster to split to get a new one:
Variance (default — split the cluster that produces the largest variance; that is a
new cluster that is most different from the original) and Size (split the largest).

Minimum Error Tolerance and Maximum lterations determine how the parent-
child hierarchy of clusters is formed. Increasing the tolerance or lowering the
iteration maximum will cause the model to be built faster, but possibly with more
poorly-defined clusters.

Minimum Support applies to an individual attribute: the attribute will be included
in the rule describing a cluster only if the number of non-NULL values for that
cluster in the Build data exceeds the fraction entered.

Number of Bins is the number of bars shown in the cluster histogram for each
attribute.

Block Growth is a factor related to memory usage during the Build process.

11-3



When the activity has completed, you can click Result in the Build step to see the
model.

k-Means Mining Activity - DEMO_KM_BA1
This activity consists of the recommended steps to build and test 5 Clustering model using the k-Means algorithin. The input for & step is the autput
the previous completed step or, if no previous steps were completed, the input table. Click Run Activity to perform all selected steps.
Summany
Activity Data
Cotntrent: ]
| Edt..
Steps: | Riut Activit
[] Sample =) skipped
Thiz step samples the mining data. Athough not normally reguired, this step can be used to sample very large data sets.
To complete this step manually, click Custam.
| Options ... || Resat |
hissing Values ¥ Completed
Thiz transformation step handles missing values in the mining data. To complete this step manually, click Custam.
Cutput Data | Ciptions. .. || Reszet |
Cutlier Treatment ¥ Completed
This transformmation step handles outliers in mining data. To complete this step manually, click Custam.
Output Data | Cptions. . || Reset |
Hormalize ¥ Completed
This transformmation step normalizes the mining data. To complete this step manually, click Custam.
Output Dsts | Options... || Reset |
Build ¥ Completed
This step builds the mining model. To complete this step manually, click Custom.
Build Data [* Resut | options... || Reset |
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As with the O-cluster model, you can view all splits and also the final clustering.

( Clusters |/ Rules |/ Resuli= r Build Settings |/ Task |

Leaf Clusters:
Cluster Levels:
Cases:

Cl_us.ters:lj Showy Leaves Only

4
4
1,500

Cluster D

CAses

540
910
425
485
281
204

r Clusters |/ Fules |/ Results |/ Build Settings |/ Tazk |

Leaf Clusters:
Cluster Levels:
Cazes:

Cl_usters: Showy Leaves Only

4
4
1,500

4
f
i

Cluster D CAses |

425
23
204

Dietail

Expand Al

Collapse Al

Detail

Expand Al

Collapse Al
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You can click a cluster and view histograms of its attributes, and you can click

the Rules tab to display the rules for a highlighted cluster.

Cluster Details Cloge
Cluster I0: 2 |

Cluster Level: 1
Record Count: 590
Cluster Certroid Attributes: | '@
Attribte Centraid Value |
AFFINITY _CARD 1 =
AGE 44 5644067 7366099
BOOKKEEPING _APPLICATION 1
BULK_PACK_DISKETTES 1
COUNTRY _MARE United States of America |
CUST GEND
CUST_INCOME_LEWEL J: 190,000 - 249,999
CUST_MARITAL_STATUS Iarried =
Histogram For: CUST_GENDER
120
100
20
o
=]
m
T oo
[
o
o
40
20
]
bt F
“alues

[ Clusters | Rules | Resuls | Buid Setings | Task |
[ Oy Show Attributes with Minirun Relevance Rank _ Refresh |

Sort || U l

Fulss ] Only Shov Rules for Leaf Clusters S0 H Unscale H@
Cluster D ‘Cumﬂdenne Support |
2 08050847458 475

4 08564705882 364

1]
7 0.8088235294

Rule Detail

F

AFFINTY_CARD In (0.0) and AGE <= 65.5 and AGE »= 23.2 and BOOKKEEFING_APFLICATION in (1.0) and BULK_PACK_DISKETTES in (0.0,1 0) and COUNTRY_NAME in (United States of America) and
CUST_GENDER in (F, M) and CUIST_INCOME_LEVEL in (B: 30,000 - 49,999, C: 50,000 - £9,999, E: 90,000 - 109,999, F: 110,000 - 129,999, G: 130,000 - 149,999, H: 150,000 - 169,999, | 170,000 - 189,999, .
190,000 - 248,999, K: 250,000 - 239,588, L: 300,000 and abovs) and CUST_MARITAL_STATUS in (Divore., Never) and EDUCATION in (< Bach., Assoc-4, Assoc-v, Bach., HS-arad, Masters) and
FLAT_PANEL_MONTOR in (0.0,1.0) and HOME_THEATER_PACKAGE in (1.0) and HOUSEHOLD_SIZE in (2.0 and OCCUPATION in (7, Cleric., Crafts, Exec., Handler, Machine, Other, Prof., Sales, TechSup)
and O5_DOC_SET_WKANJ in (0.0) and YRS_RESIDENCE in (2.0,3.0,4.0,5.0,6.0,7.0) and ¥_BOX_GAMES in (0.0)

THEN
Cluster equal &

Confidence=0.793594306049522
Support=223.0
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Chapter 12 — Anomaly Detection

Normally, the building of a Classification model requires existing data containing
sufficiently many cases in each class. For example, a model predicting high-
value versus low-value customers must be built using data containing records of
both types of customers who have been determined (by some business rule) to
be either high or low value customers.

However, in some cases only one class of individuals has been defined, or one
class is extremely rare.

Some examples are:

1. An automobile retailer knows purchasing, financial, and demographic
information about people who have bought cars, but nothing about those
who have not bought cars. How can potential car buyers be identified?

2. A law enforcement agency compiles many facts about illegal activities, but
nothing about legitimate activities. How can suspicious activity be flagged?

3. A taxing authority processes millions of tax forms knowing that a very
small number are submitted by tax cheats. How can the cheaters be
found?

In the first two cases only one class is known; in the third case, the abnormal
records may have been identified by manual means, but there are so few of them
that a “normal” classification model cannot be built.

If there are enough of the “rare” records that a stratified sample can be created
that is sufficiently rich in information to build a classification model, then the
classification model should be built.

It is important to note that solving a “One-class” classification problem is difficult,
and the goal of Anomaly Detection is to provide some useful information where
no information was previously attainable.

The goal is to create a “profile” of the known class, and to apply that profile to the

general population for the purpose of identifying individuals who are “different”
from the profile in some way.
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The dataset that will be used to illustrate the methodology has been derived from
the marketing data used in the Classification examples. The tables are contained

in the dump file in the Supplemental_Data file packaged with this tutorial.

The AFFINITY_CARD column that was used as the target in the marketing

Attributes
PH Mame Type

b 4 WIORKCLASS WARCHARZ 21
b 4 EDLICATIOM WARCHARZ 21
b 4 MARITAL_STATUS WARCHARZ 21
b 4 OCCUPATIORN YWARCHARZ 21
b 4 HOUZEHDLD _SIZE YWARCHARZ 21
b 4 TOP_REAZOM_FOR_... YWARCHARZ 21
b 4 GEMDER YWARCHARZ 18
b 4 ZHIPPING_ADDRESS ... WARCHARZ 21
b 4 MAGE MUMEER: 22
b 4 ArMUAL IMCORME MUMEER: 22
b 4 WS SINCE LAST P... MUMBER 22
b 4 AWVERAGE  ITEMS ... MUMEBER 22
b 4 MO _DIFFEREMT _KIMD... MUMEBER 22
b 4 BULK_PURCH_ANWE ... MUMEBER 22
b 4 YRS_RESIDEMCE MUMEER: 22
b 4 DISABLE_COOKIES MUMEER: 22
b 4 PROMO_RESPOMD MUMEER: 22
b 4 MAILING_LISZT MUMWEER: 22
b 4 SR_CITIZEM MUMWEER: 22
b 4 BULK_PACK DIZKET... MUMEBER 22
b 4 FLAT_PARMEL_RAOMIT... MUMEER 22
b 4 HOME_THEATER_P&... MNUMEER 22
b 4 EOOKKEEPIMNG _AFPLI... MUMEER 22
b 4 PRIMTER_SURPLIES MUMWEER: 22
b 4 Y _BOX_GAMES MUMWEER: 22
b 4 O _DoC SET_KAMJ  NUMEBER 22
b 4 PET= MUMWEER 22
b 4 I MUMWEER: 10
b 4 RIS MUMWEER: 22

examples has been changed to RISK, representing “suspicious” cases. The data
has been transformed so that the build data RISK_AD_ BUILD consists only of
records with RISK = 0, representing no risk. The test data RISK_AD_TEST has a
few records with RISK = 1, representing the unusual cases that the Anomaly

Detection model will try to find.
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Choose Build on the Activity pull-down menu and select Anomaly Detection

(there is only one algorithm: SVM). Click Next.

Select Mining Activity Type

zelections. Click the Help button for additional details

Choose a model function type and algorithm. Review the descriptions to be sure you have picked the most appropriste

Function Type: |Anumaly Detection

Algarithrm: |One-CIass Suppart Yectar Machine

LESEET: Whotmaly Detection Function:

- Identify & set of counter examples.
- Detect outliers.

Cne-Class Support Wector Maching Slgorithen:
- haximum prediction accuracy that avoids overfit.

- Supports sparse transactional data.
- Supports text data.

U=age:

outlier) examples.

Etandard binary supervised classification slgorithms require the presence of bath postive and negstive
Examples (courterexamples) of & target class. Anomaly Detection requires only the presence of examples of
@ single target class. h outlier detection, typical examples in & distribution are separated from the atypical

(et ] [sgeoe | text- |

‘ Cancel |

The modified source data RISK_AD_BUILD is selected, and the attribute ID is

designated as the unique identifier. Click Next

Selectthe Case Table

case table by selecting the checkbox below.

Select the table containing the "cases" (individual recordsfrowes) that will be input to your mining activity. You can unselect
any table columns that you knowe should not be considered as mining attributes. Youw can alzo join additional data in with the:

() Compound, ar Mane
MOTE: Compound (rul
table. This can take a

(GEMDER:
HOME_THEATER_PACKAGE
HOUSEHOLD_SIZE

Select Columns: Select | Name

W PAILING_LIST

|; AGE fMARITAL_STATUS
ANMUAL_IN (MO _DIFFEREMT _KIMD_ITEMS

W AVERAGE_ |

fatatal N ¥k aTat

Schers: |omMusER1 -|
Tablefview: |RizKk_aD_BULD M
(] Join additional data with case table
Uriique Identifier: (5 single Key: =Select= -
- - Fs

W | BOOKKEEPING_APPLICATION
W | BULK_PACK_DISKETTES

M | BULK_PURCH_AVE_AMT

M | DISABLE_COOKIES

W EDUCATION

M | FLAT_PAMNEL_MONITOR

W GEMDER

W |HOME THEATER PACKAGE

| teb |

MUMBER
MUMBER
MUMBER
MUMBER
YARCHARZ
MUMBER
YARCHARZ
MUMBER

Sampling Settings ...

| = Back ” et = i | Cancel |
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Notice that RISK has been automatically eliminated from the Build process
because it has the constant value 0. Click Next.

Review Data Lsage Seftings

*You can change the column settings to better match your understanding of the dsta.The defsult settings have been
determined for each column based on the activity type and the characteristics of the data

[ ter |

Data Surmrary
MNarne Alias Input Data Type Mining Type Spar.
AGE AGE ¥ NUMBER numerical r
AMNUAL_INCOME ANNUAL_INCOME ¥ NUMBER numerical r
AYERAGE__ITEMS_PUL.. AVERAGE_ ITEMS_PU.. W  NUMEER numerical r
BOOKKEEPING_APPLIC... | BOOKKEEFING_APPLIC ¥ NUMBER categorical r
BULK_PACK_DISKETTES BULK_PACK_DISKETTES W NUMEER categorical r
BULK_PURCH_AYE_AMT |BULK_PURCH_AVE AMT M NUMEER categorical r
DISABLE_COCKIES DISABLE_COOKIES ¥ NUMBER categorical r
EDUCATION EDUCATION ¥ WARCHARZ  categorical r
FLAT_PANEL_MONITOR |FLAT_PANEL_MONITOR ¥ NUMBER categorical r
GEMNDER GEMDER ¥ WARCHARZ categorical r
HOME_THEATER_PACK... |HOME_THEATER_PACK ¥ NUMBER categorical r
HOUSEHOLD_SIZE HOUSEHOLD_SIZE [ WARCHARZ  categorical r
[s] D T NUMBER numerical r
MAILING_LIST MAILING_LIST ¥ NUMBER categorical r
MARITAL_STATUS MARITAL_STATUS ¥ WARCHARZ  categorical r
NO_DIFFERENT_KIND_L... [NO_DIFFERENT_KIND_L.. W NUMEER categorical r
OCCUPATION QCCUPATION ¥ WARCHARZ  categorical r
05_DOC_SET_KANJI 05_DOC_SET_KANI ¥ NUMBER categorical r
PETS FETS ¥ NUMBER categorical r
PRINTER_SUPPLIES FRINTER_SUPPLIES T NUMBER categorical r
PROMO_RESPOND PROMO_RESPOND T NUMBER categorical r
RISK RISK T NUMBER categorical r
SHIPPING_ADDRESS_C... | SHIPPING_ADDRESS_C ¥ WARCHARZ  categorical r
SR_CITIZEN SR_CITIZEN ¥ NUMBER categorical r
TOP_REASCM_FOR_SH.. TOP_REASON_FOR_SH.. M WARCHARZ  categorical r
VWKES_SINCE_LAST_PUR.. WKS_SINCE_LAST_PUR.. M NUMEER categorical r
WORKCLASS WORKCLASS ¥ WARCHARZ  categorical r
YRS_RESIDENCE YRS_RESIDENCE ¥ NUMBER categorical r
¥_BOX_GAMES ¥_BOX_GAMES ¥ NUMBER categorical r

| <Back || mext» |

‘ Cancel |

Enter a descriptive name for the activity and click Next to proceed to the final

wizard page.

[ tew |

Comment:

Activity Name

Erter the name for the neww Mining Activity

Mame:  [pEmo_sp_Bad|

1]

| <Back || mext» |

‘ Cancel |

12 -4



Click Advanced Settings on the final page to view or modify the default settings.
The data preparation settings have the same meaning as for SVM Classification;
see Chapter 8 for further discussion. The default Build setting lets the algorithm

choose the kernel type; you may specify Linear or Gaussian.

r Sample r Outlier Treatment |/ Mizsing Values |/ Mormalize |/ Ewild] |
Enahle Step
Options

Although the default settings are expected to work well, you may find it worthwhile to alter these settings based onthe
henefits outlined below .

Kernel function: |S\,fs'tem Determined ™

Tolerance value: 0001

Range: = 0and ==0.1

Lo you want Active Learning'?

(®) Yes Omg

Range: = Oand == 1

| Help | | QK || Cancel

Tolerance Value and Active Learning have the same meaning as for SVM

Classification; refer to Chapter 8 for more detail. However, a new parameter not
seen in previous SVM examples is exposed — Outlier Rate. If you have some
knowledge that the number of “suspicious” cases is a certain percentage of your
population, you can set the Outlier Rate to that percentage, and the model will

identify approximately that many “rare” cases when applied to the general

population. The default is 10%; this may be high for most Anomaly Detection
problems, but you may want to see the initial results before modifying this value.

Click OK to return to the wizard and click Next to execute the activity.
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When the activity has been completed, you can test the model if you have
holdout data containing some known “rare” cases. The RISK_AD_TEST data has
such rare cases, so an Apply activity will use this data and compare the model's
predictions of “suspicious” to the known cases. Choose Apply from the Activity
pull-down menu and highlight the Anomaly Detection Build activity. Click Next.

Select a Build Activity

Select & commpleted build activity to be uzed for cresting an apply activity. You may
zelect a standalone model if the model was not buitt using Data Miner,

(3 Biuailcd Activity

() Standalone Mining Madel

EE Clustering
EE Feature Extraction
#-[F Regression

The RISK holdout sample with some known “suspicious” cases is selected. Click
OK, then Next.

Select Apply Data Sources

Select the apply data sources that correspond to the original build input data
zources. Build and apply data sources must be compatible. Howewer, any missing
apply sttributes will be recreated with MULL vales.

Builed Dt Apply Dats
"RAH'"RISK_&D_BUILD"  ['RA&H""RISK_AD_BULD"

Select..

£ gelect Apply Table

|’|i

------ B RISK_&D_BUILD
------ ==K _AD TES
------ B SaLES

------ B SWMO_SH_SAMPLE_MORM

------ B SWMO_SH_SAMPLE_PREPARED
------ B SWMO_SH_SAMPLE_SETTINGS
------ B svs_I0T_OVER_S52752

------ B sYS_I0T_OVER_S6458

------ B SvSs_I0T_OWVER_SE461 = |
------ B Sv5_I0T_OVER_S6464
------ B sYS_I0T_OVER_SB467
------ B s¥5_I0T_OWVER_SB470
------ B svs_I0T_OVER_S6473

[+
Hel “orc] [ cancel
Help | E| - _L-_iil Cancel |
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In order to compare the results, include the RISK column, which has
automatically been given the Alias RISK 1, and click Next.

Select Supplemental Columns

Select columns to include inthe apply output table along wwith the standard
prediction columns. You should include the columns that uniguely identify the
cases (individual rovvsirecords]).

Marne Alias |Salect | Data Type
GEMDER GEMDER_1 [T |WARCHARZ &
HOME_THEATE... | HOME_THEAT... T NUMBER
HOUSEHOLD_SI... HOUSEHOLD_... T wARCHARZ
[n] ID_1 ¥ NUMBER
MAILING_LIST MAILING_LIST_1 | NUMBER
MARITAL_STATUS MARITAL_STAT.. [T WARCHARZ E
MO_DIFFERENT... MO_DIFFEREM... [~ NUMBER
OCCUPATION OCCUPATION_1 [ |wARCHARZ
05_DOC_SET_.. 0S5_DOC_SET... I NUMBER
PETS PETS_1 T NUMBER
PRINTER_SUPP... PRINTER_SUP... [ NUMBER
PROMO_RESPO... PROMO_RESP... I NUMBER
RISK & ™ |NUMBER
SHIPPING_ADD... | SHIPPING_AD... T WARCHARZ
SR_CITIZEM SR_CITIZEM_1 | NUMBER | |
TOP REASON F..|TOP REASON... C [WARCHARZ b

| Help | | = Back || Mext = H | Cancel

Enter a descriptive name and click Next to proceed to the final page of the
wizard.

Activity Name

Enter the name for the new Mining Activity.

Mame:  [pEmO_ap_sad|

Comment.

[ »

(]

| Help | | = Back || Mext = H | Cancel |
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Click Finish on the final wizard page to execute the Activity. When the activity
has been completed, click Result in the Apply step to see the output table. The
Prediction column in the Anomaly Detection output table always has value 1 for a
case determined to be “normal” and O for a “suspicious” case. Since the RISK
column in the input data had value 0 for Low Risk and 1 for High Risk, the
correctly predicted cases are those in which RISK_1 =1 and PREDICTION = 0.

For a display that is easier to interpret, click the column header PREDICTION to
order the cases and show all suspicious cases at the top of the list.

Cases with PREDICTION = 0 will be investigated; in a problem as difficult as this,
it should be considered a successful solution if 10% of those investigations result
in the desired outcome.

r Apply Cutput |/ Apply Settings r Taszk |

Apply Cutput Takle: -
Fetch Size: | Refresh | | Eﬁ |
DMRFCASE... | RISK_1 | ID_1 FREDICTION | FROBABILITY
125 o 101,999 1] 0.50145 =
148 o 102,094 1] 0.5166 =
1452 o 102,105 1] 0.5363 =
143 o 1021049 1] 0.8187
157 o 102126 1] 0.5309
170 o 1021748 1] 0.544
176 0 102,203 1] 0.5298
1849 o 102,272 1] 0.5325
194 o 102,287 1] 0.5741
206 0 102,324 1] 0.5027

o]
299 o 103,476 1] 0.5073
304 0 103,516 1] 0.5304
316 1 103,537 1] 0.5192
330 o 103,620 1] 0.5057
362 0 103,725 1] 05028
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Chapter 13 - Association Rules

The Association Rules (AR) algorithm predicts the probability of co-occurrence
among a given set of attribute values. The most well-known case of AR is Market
Basket analysis, which predicts items occurring together in a market checkout

session.

For the purpose of assistance with product placement in the stores, ODM’s
Association Rules feature will be used to measure the affinity between products.

If your ODM user was created and configured according to the instructions in
Appendix A, you have access to the SH schema. The point-of-sale information in
the SALES table will be used to illustrate Market Basket Analysis. The columns
CUST_ID and PROD_ID are required to define the items purchased by a given
customer. A single transaction (that is, a purchasing session resulting in a unique

market basket) is identified by a combination of CUST_ID and TIME_ID.

The Association Rules algorithm requires that data be in this “transactional”

format, with one item being represented in each row.

PROD_IC CUST_ID TIME_ID CHAMMEL _ID'|  PROMO_ID GUANTITY _SOLD | AMOUNT_S...
13 a7 1955-01-10 00:00:00.0 3 995 1 1,232.16003. .
13 1,660 1955-01-10 00:00:00.0 3 995 1 1,232.16003. ..
13 1,762 1955-01-10 00:00:00.0 3 995 1 1,232.16003. ..
13 1643 1955-01-10 00:00:00.0 3 995 1 1,232.16003. ..
13 1943 1995-01-10 00:00:00.0 3 999 1 1,232.16003. ..
13 2273 1995-01-10 00:00:00.0 3 999 1 1,232.16003. ..
13 2380 1955-01-10 00:00:00.0 3 995 1 1,232.16003. .
13 2683 1955-01-10 00:00:00.0 3 995 1 1,232.16003. .
13 2863 1955-01-10 00:00:00.0 3 995 1 1,232.16003. .
13 4 663 1955-01-10 00:00:00.0 3 995 1 1,232.16003. .
13 5203 1955-01-10 00:00:00.0 3 995 1 1,232.16003. .
13 5321 1955-01-10 00:00:00.0 3 995 1 1,232.16003. ..
13 5,590 1955-01-10 00:00:00.0 3 995 1 1,232.16003. ..
13 6277 1995-01-10 00:00:00.0 3 999 1 1,232.16003. ..
13 6,839 1995-01-10 00:00:00.0 3 999 1 1,232.16003. ..
13 5540 1995-01-10 00:00:00.0 3 999 1 1,232.16003. .
13 9076 1955-01-10 00:00:00.0 3 995 1 1,232.16003. .
13 12,093 1955-01-10 00:00:00.0 3 995 1 1,232.16003. .
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Select Build from the Activity pull-down menu to launch the activity, and select
Association Rules from the Function Type pull-down menu. Click Next.

Select Mining Activity Type

Choose a model function type and algorithm. Reviewy the descriptions to be sure you have picked the most appropriste
zelections. Click the Help button for additional details.

Function Type: |Associa1ion Rules

Algoarithrm: |Apri0ri

Description: Aszociation Rules Function:

- Digcover relationships among tems.
Apriori Algorithen:
- Supports sparse transactional data.

Usage:

Aszocistion models are often used to perform "market basket analysis” to discover relationships or
carrelations among a set of tems. Such models are widely used in data analysis for direct marketing,
catalogy design, and other business decision-making processes.

| Help | | = Back || Mext = I | Cancel |
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The transactions (market baskets) are contained in the SH.SALES table; select
PROD _ID as the identifier for the items purchased. However, the products are
identified only by an item code; the names of the products are in the
SH.PRODUCTS table, so click the checkbox indicating that there is a Name
Lookup table, and select the table, the item identifier (PROD_ID), and the column
containing the item description (PROD_NAME). Click Next to continue.

Select Transactional Data

Choose Transactional Data.

Schema: | SH - |

Tahlefview: |SALES - |

fer 1D |PROD_ID -|

Use Matme Lookup For ket

Schermna |SH v|
Takle [PRODUCTS ~|
ttem 1D |PROD_ID -
Description | PROD_MAME ~|
| Help | | = Back || Mext = i | Cancel |
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As noted previously, two columns are required to identify a single market basket.
Click the checkboxes for CUST_ID and TIME_ID, then click Next.

Transaction ID Selection Step

Select columns which will be used for the grouping of the data.

Tranzaction ldertifist

Select Attribwte
[ AROUNT_SOLD
O CHAMNMEL_ID
CUST_ID
(| PROMO_ID
] QUANTITY_S0LD

/Y - N i1T=N

<]

13-4



Enter a name for the activity and click Next.

Matng:

Comment:

Activity Mame

Erter the name for the new Mining Activity .

[cEmMo_ak_Ba]

[»

1]

Cancel
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On the final page of the wizard, click Advanced Settings to see the
parameters available for Association Rules.

Mew Activity Wvizard is complete.

Click Finigh to creste the Mining Activity . You can change the default settings by clicking the Advanced Settings button,

Run upon finish

Advanced Settings..
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Click the Build tab.
Each association rule is in the form:
If Product A and Product B and Product C ... then Product X
The items on the left are called antecedents; the item on the right is the consequent.

The Length of the rule is the total number of items in the rule; for example, the rule: If
Milk and Bread then Eggs has length = 3.

The Support for the rule is the percentage of baskets containing the items in the rule.
In the example, Support is the percentage of all baskets containing the three items
milk, bread and eggs.

The Confidence for the rule is the percentage of baskets containing the item(s) in the
antecedents that also contain the consequent. In the example, consider only baskets
containing milk and bread and calculate the percentage of those baskets that contain

eggs.

Suppose that 100 market baskets are observed; suppose that 20 of those contain
milk and bread, and 2 of those 20 contain eggs. Then the Support for the example
rule is 2% (2 of 100), while the Confidence is 10% (2 of 20). Typically, the values for
Confidence are much higher than those for Support.

Setting minimums for Confidence and Support prevents the algorithm from wasting
time and resources counting very rare cases. If either of these minimums is set too
high, it is possible that no rules will be found; if they are set too low, there’s a danger
of exhausting system resources before the algorithm completes. Thus it is preferable
to begin with the fairly high default values and then experiment with lower values.

Similarly, an increase in the maximum length increases the number of rules
considerably, so begin with the low default and then increase slowly.

Sample Build |

Enahle Step
Options

Although the default settings are expected to swwark well, you may find it sworthrehile to atter these settings based onthe
henefits outlined belaw.

Minimum Support %6

Range: Olzlowwer) to 1 00(faster)

Minimum Confidence % 10
Range: Olzlowwer) to 1 00(faster)

Limit Mumber of Attributes in each Rule

Range: 2(faster) to 200slower)

You can reduce the nuimber of rules generated by increasing the minimum support and confidence settings.
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Click OK to return to the last page of the wizard and click Finish to run the

activity.

When the activity completes, click Result in the Build step to access the rules

defined by the model.

MName: DEMO AR BAT

Type: A=zociation Rules Mining Activity
Input Table: SH.SALES
Carmment: | Eciit....
Mining Data

Activity Steps: | Run Activity |
[] Sample =] skipped

Thiz step samples the mining data. Akthough not normally reguired, this step can ke used to sample very large
data setz. To complete thiz step manually, click Run.

| Options... || Reset |

Build ¥ Completed

Thiz step builds the mining model. To complete this step manually, click Run.

Build Data (8 Result | Options... || Reset |
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In this example, 115 rules were defined using the default parameter settings.
No rules are displayed initially, since there may be many thousands of rules in
the model, and you may be interested only in a subset containing particular
products. Therefore, you must request rules to see them.

File Publizh Help

[ Rules | Build Settings | Task |

Statistics: | Get Rules |
Total Rules: 1135

Rules E
Rule Id | If {condition) |Then rassociation) | Confide. .. | Support ... |

Fule Detail
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Click Get Rules to initialize a dialog box for defining the rules to display.

Selection

If (antecedent] Then (conzequent)

(e (e

Filtering

Minimum confidence (961
irirmdm support (%)

Maximum fetch Size: 100
Sorting
Sott By: |Cnnfidence "'| |DESCEﬂdiﬂQ "|
Then By |Suppu:urt v| |Descending "’|
| Help | | (8], _J | Cancel |

There are several ways to select the rules for display:
You can limit the number by adjusting the value in the Fetch box.
You can adjust the Minimum confidence and Minimum support.

You can limit the items shown in either the Antecedent or the Consequent by
editing the list in either case.

You can elect to sort the display by either Support or by Confidence.
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Suppose that <Any> items are selected for both antecedent and consequent, and
other settings are left with the default values. Click OK.

File  Publish  Help

Rules Build Settings Taszk |

Statistics Get Rules ‘
Total Rules: 115
Rules | ':'ﬁ |

Rule Id | If {condition) Then (association) Confidence {%) Support (%)

CD-R, Pro Pack of 10= L h Jewel :

98 Music CD-R=1 AND CD-RW, High Speed Pack oT4=1 CD-R with Jewel Cases, pACK OF 12=1 93.7268 5.4695

104 CD-R, Professional Grade, Pack of 10= 1 ANMD CD-R\W High Speed Pack of 5= 1 CO-R with Jewel Cases, pACK OF 12=1 90.6486 61220

108 External 101-key keyboard= 1 AND SIMM- 16ME PCMCIAI card= 1 G- BB PCMCIAN card= 1 90.3387 5.9250

96 CD-R, Professional Grade, Pack of 10= 1 AND Music CD-R=1 CD-RW, High Speed Pack of 5= 1 a0.1340 5.2145

112 FPCMCIA modermifax 19200 baud= 1 AMD Keyboard Wrist Rest= 1 Mouse Pad= 1 89.6376 51670

45 Music CD-R=1 AND CD-RW, High Speed Pack ofg=1 CD-R, Professional Grade, Pack of 10=1 89.3571 5.2145

99 CD-R with Jewel Cases, pACK OF 12= 1 AND Music CD-R=1 CD-RFW, High Speed Pack of 5= 1 86.1466 5.4695

102 CD-R with Jewel Cases, pACK OF 12= 1 AND Music CD-R=1 CD-R, Professional Grade, Pack of 10=1 85.8165 5.4486

106 CD-R with Jewel Cases, pACK OF 12= 1 AND CD-R, Professional Grade, Pack of 10= 1 CD-RW, High Speed Pack of 5= 1 85.6682 61220

109 SIMM- 16MB PCMCIAN card= 1 AND SIMM- 8ME PCMCIAI card= 1 External 101-key keyboard=1 85.4767 5.9250

105 CD-R with Jewel Cases, pACK OF 12=1 AND CD-RW, High Speed Pack of 5= 1 CD-R, Professional Grade, Pack of 10=1 841221 6.1220

11 Music CD-R=1 CD-R with Jewel Cases, pACK OF 12=1 84.0703 6.3491

492 0/5 Documentation Set- French= 1 QI8 Documentation Set- English= 1 83.7930 6.0284 Ia
T| ERYSTR=A Do nf A00— 1 2w o D nf £0— 1 02 anae 2ane |

Ruls Detail
IF
CD-R, Professional Grade, Pack of 10=1 AND Music CD-R=1

THEN
CD-R with Jewel Cases, pACK OF 12=1

Confidence (%)=94.17344602660967
Support (%)=5 44855001 0828635

Now suppose that you want to see only those products associated with Mouse
Pad. Click Get Rules and click Edit under the Consequent box to initialize a
dialog box:
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Move one item into the Selected window by highlighting that item and clicking >,
or move more than one item by highlighting and clicking >>.

Select tems to be included in your list.

Available tems Selected tems
Home Thestre Packaoe wit) = | house Pad
External 101-key kevboard
PCMCIA modemifax 25500
SIMM- BWEB PCMCIAN card
SIh- 1 6ME PCMCIAN card
Multitnedis speakers- 3" co
UrixaMincows 1-user pac
1 44ME External 3.5" Diske] |
hdutimedia speakers- 5" co| ..
PCMCIA madem/fax 19200
External 63 CD-ROM
External 8% CD-ROM
Erveoy External B¥ CD-RO
Erveoy External S CO-ROM « |
o s | [¥]

&)¥a]v

| Heln | | Ok | | Cancel

Click OK to conclude selection.

Selection

If (antecedent) Then (consequernt)

T oz pac

| Ecit... | | Ecit... |
Filtering

Minitum confidence (%)
MiniiFaLIm SUpRar (9%

fdzximum fetch Size: 100
Sarting
Sort By: |C0nfidence '| |Descending '|
Then By: |Supp0r‘t '| |Descending '|
| Help | | Ok | | Cancel |

Click OK to display the rules having Mouse Pad as consequent.
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File  Publizh Help

Rules Build Settings Taskl

Statistics: Get Rules
Total Rules: 115
Rule= | & |
Rule d If (condition) Then (association) Caonfidence (%) Support (%)
leyhoard ¥rist Rest= 1 AND PCWMCIA modemifax 19200 bau... [Mouse Pad= 1 8
T4 Multimedia speakers- 8" cones=1 Mouse Pad=1 82 4672 52774
Rule Detail

IF
Keyhosrd Wirist Rest= 1 AND PCMCIA modem/fax 19200 baud= 1

THEN
hiouse Pad=1

Confidence (%)=59 63761965246273
Support (%)=5.1670054951 52146

Any rule that is highlighted in the grid is displayed in the Rule Detail window
below.

You can sort the list by Support by clicking the header of the Support column,
and you can reverse the order of the values by clicking the header again.

The notation “=1" is merely an indication that the item is present in the market
basket.

You can save the rules to a spreadsheet or to a delimited text file by clicking on

the floppy disk icon at the upper right corner of the grid; choose format, click OK,
and specify file location.

You can save the rules into a database table that is “Discoverer-ready” by
selecting Publish to Discoverer in the Publish pull-down menu.
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Chapter 14 — Deployment

When the model that best solves the business problem has been chosen, then
the solution must be put into the hands of the people who can improve the
business by taking some action based on the results of the data mining. The
deployment can take several forms:

e Saving a scored list as a text file or spreadsheet
e Publishing a result into Oracle Discoverer
e Exporting a model to another Oracle database instance for scoring

Saving a scored list as a text file or spreadsheet

Any data in an object viewer whose display contains the icon

=|

can be saved into a text file or a spreadsheet.

Suppose that an Apply result is displayed, and this information must be saved

into a spreadsheet for transmission to account managers. First, enter the number
of records to be saved in Fetch Size and click Refresh.

r Apply Output r Apply Settings r Tazk |

Apply Cutput Table: o
Fetch Size: | Refrezh | | ::% |
DMR$CAS... | PREDICTL.. | PROBABILL. [ cosT RANK
1 0 0.9551 0.0449 1 o]
2 1 05357 04643 1
3 i 0.9a77 0.0023 1
4 1 0.8941 0.1059 1
5 0 09666 0.0334 1
3 0 08364 01636 1 =
7 0 0.989 0.011 1
8 0 0.9102 0.0898 1
3 0 0.9865 0.0135 1
10 0 09367 0.0633 1
11 0 0.7502 0.2498 1
12 0 0.901 0,099 1
13 0 0.9475 0.0075 1
14 1 05123 04877 1
18 n NnOarRRR nnaas 1
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Click the icon to launch the wizard. Select the appropriate radio button for the

desired format and click OK.

Please select a file type you want to export.

@ Excel Format (text file with tab delimiters)
O Text Format

Select a storage location and enter a name for the spreadsheet file.

Locatior: [r‘:J CODMr_Files v] [@

File Name: | DEMO_SYML_APPLY _RESULTS |

File Type: | XLS (xls) -]

Save Cancel

You can open the spreadsheet to see the result.

A PR | DU D E I |
1 [owmscase 0 IPREDICTION PROBABILITY COST RANKK -
[

09551205 0 D&4BTILEE

Z ] 1
3 ] 1 0538557 086434432 1
4 3 o 0.99772507 0.002274915 1
5] 4 1 05941343 010558512 1
6| £ 0 0.96E5103 0.0333€971 1
71 [ (i} 0 A341195 0 16356600 1
8| 7 (] [T 007084741 1
9| 8 0o 09101643 00881569 1
0| a i} 0.9EBaES 0 03534503 1
11| 10 0 0935672 0063312836 1
12 1 (] 0.750224% 0.24577513 1
13| 12 0 0 900568 0.0Be00? 1
14] 13 ] 0 9753106 0, D24eEses 1
15| 14 1 051220013 0.407C239 1
18] 15 (] 0965576135 [ficces = 1
17| 18 (] 0.9906047 0007395306 1
18] 17 o 0 BESEES 03701338 1
19| 18 (] 0949545 0.05073548 1
il 19 0o 0651467 014853 1
2] = 1 086138 [RE =i ] 1
2| 2t 0 097620525 0024714753 1
=) z 1 (] [Er77-rr-] 1
M rE] ] 087311485 00263518 1
5| kT u 093105 6 UEM 1
8| % 0 07139299 0.20606007 1
Z| 3 (] 074742764 02505724 1
;| b 1 07650345 0.73096547 1
-l ] 1 05211604 0 4763358 1
0| 2 o 0.9926201 0.007360862 1
10| £ 1] 0o 0 B2765603 017244107 1
»| 3 0 0832538 0 46766174 1
El 2 1 05748317 042656020 1
u| <} (i} 0.9998437 1 SEE4 1
E Sl £’ il 0 9850665 001431149 1 -
M4 (b [HBEMO_S_APPLY_RESLLTS - - fag "7 I
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If a Tab-delimited text file is required, launch the wizard and make the selections,
then click OK.

Pleaze select a fie type you want to export.

Excel Format (text file with tab delimiters)

() Test Format

Field Delimiter | o |-|

| Help | | Ok J| Cancel

Enter a name and folder.

Locatior: | ODMr _Files ~| &) (@) ¥ |E|E

File Mame: | DEMO_S'ML_APPLY _RESULTS |

File Type: | TXT (bd) >

| Save | | Cancel |

Open the file to see the result.

DMR$CASE_ID  PREDICTION PROBAEBILITY COST  RANK
1.0 0 09551205 0.044879466 10
20 1 05356557 0.46434432 1.0
30 0 099772507 0.0022749149 1.0
4.0 1 0.8941349 0.10586512 1.0
50 0 0.9666103 0.03338971 10
6.0 0 0.83641195 016358802 1.0
7.0 0 0.98904526 0.010954741 1.0
8.0 0 09101843 0.08981569 10
9.0 0 0.9864651 0.013534903 1.0
100 0 093663872 0.063312826 1.0
11.0 0 07502249 024977513 1.0
12.0 0 0900998 0.099002 10
13. 0 099753108 0.0024689676 1.0
14.0 1 051230013 04876999 1.0
150 0 096676135 0.03323865 1.0
16.0 0 0.9926047 0.007395306 10
17.0 0 06329366 031701338 1.0
180 0 09492645 0.05073548 1.0
19N n N RA14RT N 148833 1n
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Publishing a result into Oracle Bl Discoverer

Oracle Data Miner includes a wizard to prepare objects created by ODM to be
accessible to an Oracle Discoverer End User Layer (EUL) via Discoverer
Gateway.

Some data mining objects are complex; the publishing wizard creates simple
relational tables that can be added to a business area of an EUL.

For example, the market basket rules displayed as a result in the Association
Rules build activity are actually part of the model definition, not a distinct table.
They can be displayed through the Model Viewer:

Rules | Buid Seftings || Task |
Statistics: Get Rules
Total Rules:  B0S o
Rules ‘ﬁ‘
Rule Id If (condition) Then (association) Confidence Support
7 MOUSE_PAD= 1 AND EXTEMSION_CABLE=1 STANDARD_MOLISE= 1 87.4251480103 Z
418 STANDARD_MOUSE= 1 AND EXTENSION_CABLE=1 MOUSE_PAD= 1 85.8823547363 15531914711
419 MOUSE_PAD= 1 AND STANDARD_MOUSE= 1 EXTEMSION_CABLE= 1 64.3930664062 15531914711
147 BLACK_INK_CARTRIDGE= 1 AND EXTENSION_CABLE= 1 MOUSE_PAD= 1 £8.3333358765 43617019653 []
159 ELACK_INK_CARTRIDGE= 1 AMND EXTEMSION_CABLE=1 STAMNDARD_MOLUISE=1 66.6666641235 42553191185
412 0O5_DOC_SET_ENGLISH= 1 AND EXTENSION_CABLE=1 MOUSE_PAD=1 G5.9574432373 32978723049
405 KEABOARD_WRIST_REST= 1 AND EXTENSION_CABLE= 1 STANDARD_MOUSE=1 64.444443743 30851063728
409 EXTENSION_CABLE= 1 AND MULTIMEDIA_SPEAKERS_3INCH=1 MOUSE_PAD= 1 64.444442749 30851083728
432 05_DOC_SET_EMNGLISH= 1 AND EXTENSION_CABLE=1 STANDARD_MOUSE=1 £3.829788208 31914854581
480 STAMNDARD_MOUSE= 1 AND 05_DOC_SET_EMGLISH=1 MOUSE_PAD=1 63.4615402222 3510639237
584 MULTIMEDIA_SPEAKERS_3INCH=1 AND STAMDARD_MOUSE= 1 MOUSE_PAD=1 61.1111106873 3510638237
275 KEABOARD_WRIST_REST=1 AND EXTERMALSX_CDROM=1 CO_RW_HIGHSPEED_5_PACK=1 G0.6695640564 2 787232876
310 KEABOARD_WRIST_REST= 1 AND FLAT_PAMEL_MOMNITOR= 1 SIMM_16MB_PCMCIAI= 1 60.7142868042 36170213223
374 STANDARD_MOUSE= 1 AND EXTERNALEX_CDROM=1 EXTEMSION_CABLE= 1 60.5633811951 45744681358
225 MOUSE_PAD= 1 AND BLACK_INK_CARTRIDGE=1 STAMDARD_MOUSE=1 60.2739715576 4 6208509827
588 MOUSE_PAD=1 AND O5_DOC_SET_EMGLIEH=1 STAMNDARD_MOLUISE=1 60.0000 3510638237 =
Rule Detail

IF

THEM

MOUSE_PAD= 1 AND EXTENSION_CABLE= 1

STAMDARD MOUSE=1

Confidence=587 42514870059581
Support=15 53191489361 702

To publish these Association Rules to Discoverer, click the Build Result link in

the activity, then click the Task tab to determine the full model name.
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| Rules | Build Seftings | Task

Mane:
Start Date:
Start Tirne:
End Crate:
End Time:

Model:

Inputs:
Schema:

Tahlel e

D4 JEMARKET_ESG442_J
930405

9:47 AW

930405

9:47 A6

MARKET _BASKETSE536_AS

RAH
D4 JFTT 2251 5355

Next, initialize the Publish to Discoverer wizard.

II:I ol=

Puklish to Discoverer Gateway

Syncronize Repository
SEIL Wiorksheet

Preferences. .

Attribute Importance

ation Rules
Apply Results
Decision Tree Rules
Cluzter Details
Clazsification Test Metrics

Tahle or Wiew

Select the model name as shown in the Task details and enter a name for the
object to be published. Select Table or View and click OK.

Publishes assaciation rule details from the selected AR model.

Association Rules (A4R) Modsl | MARKET_BASKETS8536_AS -

Ohject Name

Ohject Description

| MARKET_BASKET_DISCO |

|Association rules generated using MARKET _BASKETA8536_AS maodel. |

() Takle () Wiew

o)

|@ | Cancel |
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The resulting object is shown in the Navigation tree.

E Dizcoverer Gateway
P WARKET_BASH
I-—D_l Maclels

E_'g Resufts

The table can be displayed like any table in the schema.

RULE_ID | RULE_AMNTECEDENT ITEMS | RULE_comSEQUENT ITEMS | RULE_SUPPORT |  RULE_CONFIDEMCE |RULE_LENGTH
417 MOUSE_PAD, EXTENSION_CAELE STANDARD_MOUSE 01553191543 018742514849 2
418 STANDARD_MOUSE, EXTENSION_CAELE MOUSE_PAD 01553191543 018568235378 2
419 MOUSE_PAD, STANDARD_MOUSE EXTENSION_CABLE 01553191543 018439306617 2
147 BLACK_IMK_CARTRIDGE, EXTENSION_CABLE MOUSE_PAD 00436170213 06833333373 2
159 BLACK_IMK_CARTRIDGE, EXTENSION_CABLE STANDARD_MOUSE 0.0425531901 01 BEEBEEAEES 2
412 05_DOC_SET_ENGLISH, EXTENSION_CABLE MOUSE_PAD 00329767247 016505744491 2
405 KEABOARD_WRIST_REST, EXTEMSION_CABLE STANDARD_MOUSE 0.0308510642 016444444656 2
409 EXTENSION_CAELE, MULTIMEDIS,_SPEAKERS _3INCH MOUSE_PAD 00308510642 016444444656 2
432 05_DOC_SET_ENGLISH, EXTENSION_CABLE STANDARD_MOUSE 00319148935 016362978559 2
540 STANDARD_MOUSE, 0S_DOC_SET_ENGLISH MOUSE_PAD 00351063833 06346153617 2
564 MULTIMEDIA,_SPEAKERS_HINCH, STAMDARD_MOUSE MOUSE_PAD 00351 063633 06111111045 2
275 KEABOARD_WRIST_REST, EXTERMALEX_COROM CD_RW_HIGHSPEED_5_PACK 0029767235 01 60GEI56263 2
510 KEABOARD_WRIST_REST, FLAT_PANEL_MOMTOR SIMM_1 BME_PCMCIA 0.0361702144 016071428657 2
374 STANDARD_MOUSE, EXTERMALEX_CDROM EXTENSION_CABLE 00457446799 016056337953 2
225 MOUSE_PAD, BLACK_INK_CARTRIDGE STANDARD_MOUSE 0.046808511 06027397513 2
a6 MOUSE_PAD, OS_DOC_SET_ENGLISH STANDARD_MOUSE 00351063533 06000000235 2
481 STANDARD_MOUSE, EXTERMALEX_CDROM MOUSE_PAD 00446308524 05915492773 2
390 FLAT_PANEL_MOMTOR, EXTENSION_CABLE STANDARD_MOUSE 0.0531914905 015862353187 2
226 STANDARD_MOUSE, BLACK_INK_CARTRIDGE MOUSE_PAD 0.046308511 01 5866666436 2
53 EXTENSION_CAEBLE STANDARD_MOUSE 01808510572 015802047549 1
426 EXTENSION_CAELE, MULTIMEDIS,_SPEAKERS _3INCH STANDARD_MOUSE 00276595745 05777778029 2
280 CD_RW_HIGHSPEED_5_PACK, MULTIMEDIA_SPEAKERS_3l... EXTERMALEX_CDROM 00319148935 05769230723 2
434 STANDARD_MOUSE, 0S_DOC_SET_EMGLISH EXTENSION_CABLE 00319148935 015769230723 2
367 FLAT_PANEL_MOMTOR, EXTENSION_CABLE SIhh_1 BWE_PCCI A 00521276503 015764706135 2
525 MOUSE_PAD, FLAT_PANEL_MOMITOR STANDARD_MOUSE 00542553179 015730336905 2
a5 STANDARD_MOUSE MOUSE_PAD 01840425551 015728476644 1
360 EXTERMALSX_CDROM, EXTENSION_CABLE MOUSE_PAD 0.046308511 01571428597 2

The fact that this table is in a storage location separate from the other tables in
the schema makes it easy for Oracle Discoverer Gateway to pick the table and
add it to an End User Layer.

Exporting a model to another Oracle database instance for scoring

You may develop models in one Oracle Enterprise Edition database, but you
may want to apply the model to data in a different (production) database. Oracle
10g Release 2 and Oracle 11g Release 1 provide native import and export of all
ODM models, using Oracle Data Pump Technology, for the purpose of moving a
model from one database to another.

NOTE: Whatever transformations are used to prepare the source data for the

building of the model must be repeated exactly in the production environment
before the model can be used to score new data.

14-6



When a DBA exports and imports an entire database or an entire schema using
Oracle Data Pump, then any data mining models contained in the database or
schema are transferred.

You can export an individual model or several models using the Oracle Data
Mining API at the command line level. There is no wizard in the Oracle Data
Miner GUI to accomplish such a transfer.

The export operation creates a file in a folder that must exist prior to the export; it
is referenced in the PL/SQL export function as a directory object, that is a logical
name in the database that is mapped to the operating system file structure.
Similarly, the database into which the model is imported must also have a
directory object referencing the storage location of the file created by the export
function.

Moreover, the tablespace name for the exporting schema must match the
tablespace name for the importing schema. Only sysdba can create a new
tablespace if that is necessary, so for practical reasons it makes sense for
sysdba to check the tablespaces on both databases, create the directory objects,
and grant to the ordinary user DMUSER the permission to write to and read from
the directory objects.

Suppose that the folder C:\ODMr_Files exists. Then the following sequence gives
DMUSER permission to create a directory object linked to C:\ODMR_Files to
hold the files associated with exporting a model.

C:\>sglplus sys/oracle as sysdba

SQL*Plus: Release 10.2.0.1.0 - Production on Fri Sep
30 11:16:58 2005

Copyright (c) 1982, 2005, Oracle. All rights
reserved.

Connected to:

Oracle Database 10g Enterprise Edition Release
10.2.0.1.0 - Production

With the Partitioning, OLAP and Data Mining options
SQL> GRANT CREATE ANY DIRECTORY TO DMUSER;

Grant succeeded.

SQL>
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Now DMUSER can create the needed directory.
C:\>sqglplus dmuser/dmuser

SQL*Plus: Release 10.2.0.1.0 — Production on Fri Sep
30 11:40:09 2005

Copyright © 1982, 2005, Oracle. All rights reserved.

Connected to:

Oracle Database 10g Enterprise Edition Release
10.2.0.1.0 — Production

With the Partitioning, OLAP and Data Mining options

SQL> CREATE OR REPLACE DIRECTORY model _dump AS
“C:\ODMr_Files’;

Directory created.
SQL>

Now sysdba grants directory access to DMUSER.
C:\>sglplus sys/oracle as sysdba

SQL*Plus: Release 10.2.0.1.0 - Production on Fri Sep
30 12:01:00 2005

Copyright (c) 1982, 2005, Oracle. All rights

reserved.

Connected to:

Oracle Database 10g Enterprise Edition Release
10.2.0.1.0 - Production

With the Partitioning, OLAP and Data Mining options

SQL> GRANT READ, WRITE ON DIRECTORY model dump TO
dmuser;

Grant succeeded.

sQL>
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Suppose that DMUSER has created a Decision Tree model

MINING_DATA B4762_DT and wishes to export the model to another Oracle
10g R2 database. On the SQLPLUS command line, DMUSER must execute the
EXPORT_MODEL function with arguments specifying the name of the dumpfile
to be created, the directory object, and the model name,

SQL> EXECUTE DBMS_DATA_ MINING.EXPORT_MODEL("DT3.DMP*,
"model_dump®, “name = "“MINING_DATA B4762 DT""");
PL/SQL procedure successfully completed.
SQL>
Note: The model name is surrounded by two single quotes, not double quotes.
Now copy the file DT3.DMP to the existing directory NEW_DIR on the destination
server.
Importing the model to the new database
Assuming that sysdba has granted permission to the user on the destination
database to create and read from the directory NEW_DIR, the model can be

imported and used by executing the following command.

SQL> exec dbms_data _mining. import_model (*DT3.DMP",
"NEW_DIR™);

Since no model name is entered as an argument, all models in the dumpfile are
imported.

The model is now available for use in the new environment. Recall that in order

to apply the model to data, the data must be prepared in exactly the same way
that the source data for building the model was prepared.
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Chapter 15 - From ad hoc Data Mining to Data Mining
Application

Build and apply a model using mining activities; deploy the code in an
application

1. Create and Run the Mining Activities

When you complete any Activity in the Oracle Data Miner GUI, the activity
automatically generates PL/SQL code that can captured as a package and re-run to repeat
the operations.

This example shows how to create a PL/SQL package from a Classification Apply
Activity, then how to execute the code in the database to create a new result.

The goal is to illustrate how to create an application that can execute a previously-created
model against several types of input: a table, the output of a SQL query, or a single-
record dataset.

First, as shown in Chapter 8 of the Tutorial, create a Classification build activity using
the Linear SVM algorithm, input data MINING_DATA BUILD V, and Target
AFFINITY_CARD. Then create an apply activity with input data
MINING_DATA_APPLY_V. To observe the same results as shown in the example
below, choose Supplemental Attributes AGE and CUST_MARITAL_STATUS, and
select as Apply Option: Specific Target Value 1.

In the examples shown below these activities are named CODEGEN_SVML_BA1 and
CODEGEN_SVML_AAL and are in the DMUSER1 schema in the database
ORA10GR2.

72 0racle Data Miner - Mining Ackivikty :
File  “iews Data  Activity Tools  Hell

Mavigatar

=4 DMUSER1 _local

=L Miring Activities

E—E Anomaly Detection
E‘E Aszsociation Rules
E"E Attribute Importance
=-[Z classification

- flE CODEGEN_SWML_sA1
B JODEGEN_SvML B4
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Note: The code generated by Oracle Data Miner 10.2 Activities can be
accessed and tested using either JDeveloper (any recent version) or SQL
Developer (1.0, but not more recent). The instructions for downloading
and configuring the required code generation extension for either
JDeveloper or SQL Developer can be found at

http://www.oracle.com/technology/products/bi/odm/odminer.html

in the Downloads section for Oracle Data Miner 10.2.

The example below illustrates using SQL Developer; the steps for
JDeveloper are similar unless otherwise noted.

2. Launch SQL Developer and Create a Database Connection

Launch SQL Developer and select View = Connections. If there is already a connection
to the DMUSER1 schema in ORA10GRZ2, then skip to Step 3.

To create a new connection, in the Connections frame right-click Connections and select
New Database Connection to initialize the New/Select Database Connection wizard. (In
JDeveloper, click the Connections tab, right-click Database and select New Database
Connection)

File  Edit “ieww favigste BRun  Debug  Source  To
Foed -0 - 5-

R connections ajaReparts =]
Ny

- Conneq:

Meyy Database Connection...

Export Connections...

Import Connections. .

Enter a name for the connection, and the Username and Password for the schema. Enter
the full system name or IP address (or the word “localhost” if SQL Developer is on the
same system as the database), and the Port and SID (or Service Name) for the database.
You must check the Save Password box for the SQL Developer process to succeed.
(“Deploy Password” in JDeveloper)
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When you click the TEST button you should see Status: Success under the dialog box.

Then click CONNECT and the name of the new connection will appear in the
Connections tree. (in JDeveloper, click Finish; then Connect manually)

I New / Select Database Connection

Username

Pazsward

Role

Connection Mame |DMUSER1

| DMUSER1

EEEEXRS

Save Password

|defaurt

Hoztratre

Port

[OF:=]

() Service name

rElasic |/TNS r.l\.dvanced |

b’ |

|Incalhost

1521

|u:|ra1 OgR2

Status | Success

3. Create a PL/SQL Package from the Apply Activity

In order to create a PL/SQL Package, highlight the new connection name and expand it
by clicking “+”, then select File > New to launch a New Gallery dialog. (In JDeveloper,
right-click the database name, select Connect, and highlight the connection name).

il
File Edit Yiew Navigste Run Debug  Source  Tools Ip
2@ @8 0-90- 5-
annnnEctlnns IEFERepnrts ] D DMUSER1 1 \Z| [
@Y rERR® &W ¢ omuseRt v | 2
£ Connections Enter SQL Statement: §
& OMUSER1

2l IE Tables
B-{B vigws
{28 Indexes

- Packages
- E? Procedures
[ E@ Functions
[ EE Triggers
- E Types

- Eﬁ Sequences
£

B

B

E

B

B

£

B

{39 Synonyms

-] Detabase Links
7] Directories

i) ﬁ Recycle Bin

IR ﬁ Cther Users

H-- [ Public Synonyms

(£ Materialized Views
-] Materialized View Logs

4]

avﬁ’esuns }E Script Output | TEExplein | @0EMS outout | @ v Outpt

Results:
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On the Filter By pull-down menu, select All Items, then (you may have to expand
Database Tier) highlight Database Objects and Data Mining PL/SQL Package.

Fitter By: | &l kems b

Categories:

[ Databage Tier
-Database Files

stabaze Objects

i Data Mining PLISGL Pa
E PL/SGL Subprograrm
Wb Sequence

H Synarym

[ Tanle

*ﬂ

E Uszer-Defined Type Wizard

m Wiewy

Description:

Data Mining PLIZGL Package. =]

Launches the Data Mining PLISGL Package Wizard, which alloves you to select ane
or more Data Mining Activities and generate a plisgl package.

Use the plizgl package to build, test and score data mining models within your
application.

I O i ’ Cancel ]

X

Click OK to launch the Data Mining PL/SQL Package wizard.

Click Next on the Welcome page.

e‘ Data Mining PL/SQL Package Wizard - Welcome

Click Mext ta continue

[ Skip this Page Mext Time

Wielcome to the Data Mining PLISCL Package Wizard

This wizard alloves you to generste PL/SGL code from existing mining sctivities .

once the PLISGL procedure is created, twill appear in the navigator tree
the packagestypes will he saved to the databaze and its details will be displayed.
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In Step 1, choose the database connection; the default should be the connection
highlighted in the Connections tree. Click Next.

Data Mining PL/S0L Package Wizard - Step 1 of 4: Selegg schema with mining activities ﬂ

Choose databaze connection

Connection name: | DMUSER1 =
User name: DUSERA
Drriver: oracle jdbc driver OracleDriver

Connect string:  idbc:oraclecthin: @localhost: 1521:oral OgR2

In Step 2, click the check box next to the activity to be packaged (highlighting the name
is not enough), and click Next.

X

Selected Activity Mame - Model Marne

1 y |l bl ) 4

[[] CODEGEN_SWhL_Ba Build  Clasz  SWM MINING _DATA_B31594_3Y

[ crr_ap_sad Apply  AnDet. 1 CLSYM EXPENSE_MORMASODST3_S

[[] crr_aD_Bad Build  AnDet. 1 CLSYM EXPENSE_MORMASDST3_S

[ DEMO_SBM_MF_BA1 Build  Class  ABM MINING _DATS_BI5579_a6

[[]  DEMO_sBN_MF_Ta1 Test  Class  ABN MINING _DATA_BI5579_AB

[[] DEMO_sBN_SF_Bad Build Class  ABN MINING_DATA_B45955_AB| |

[[] DEMO_sBN_SF_Tad Test  Class  ABN MINING _DATA_B45955_AB

[ DEMO_s)_Bat Build  Aftrim.  MDOL MINING _DATA_BI1330_AI

D DEMO_AR_BAT Build  Assoc AR D4 FY S ALES2264657 _A3

[[] DEMO_CHURMERS_&1_BAd Build  Aftrim.  MDOL CHURNERS01201599_Al

[[] DEMO_CHURMERS_DT_EAd Build Clasz DT CHURNERS0138650_DT

[[] DEMO_DT_MOTEST_EAd Build Clasz DT MINING _DATA_BS8961_DT

[[] DEMO_DT_MOTEST_TA4 Test Clasz DT MINING _DATA_BS8961_DT

[ DEMO_KM_Bad Build  Clust KM MINIMG _DATA_B73905_CL

[] DEMO_NB_Bad Build Class NB MINING_DATA_B26999_NE

[] DEMO_NB_MOTEST_Bat Build Class  NB MINING_DATA_B26243_NE

[[] DEMO_NB_MOTEST_TAd Test  Class  NB MINING _DATA_B26245_NE| |

||—| DEMOD NE TXT BA1 Build Class  MNB MIING BUILD 54652 NF |L
4 5 3
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In Step 3, assign a name to the package and ensure that Result Set Support and Definer
Rights are checked. Result Set Support is not required if input to the model apply code is
always a table or a SQL query result. Definer Rights is necessary in order to edit the
code, which will be done in most cases

Note: Do not check Workflow API unless the only use for the code will be in
conjunction with the Oracle Workflow product. If checked, a package will be created that
is designed to run only in the Workflow environment, and any execution in the absence

of Workflow will fail.

£ pata Mining PL/SQL Package Wizard - Step 3 of 4: Choose target PL/SOL patﬁage name 5[

Specify target package name

Package name CODEGEN_SWML_PHG1

Package comment |~

Ea
Activity Marme Type | Procedure Result Set Support

CODEGERN_SWML_A41 Ppply Activity  CODEGEN_SVML_SA4880558

Package execution: @ Definer rights O Irvvoker rights

D Drop existing objects |:| Wiorkflow APl support

Step 4 confirms successful creation of the package. Click Next, then Finish on the final
page of the wizard.

£ Data Mining PL/SQL Package Wizard - Step 4 of 4: Results of Generating Mining Activities x|
Successfully gensrated PLISGL code for selected mining activities
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4. Test the Package Execution with Original Activity Settings

Expand Packages, then expand the package name to see the two files that make up the
package: a header file with the same name as the package, and the code file with the

suffix BODY added.

mﬂracle SOL Developer \ =1 x|
File Edit ‘“iew Navigste FRun Debug Sowce “Tools  Help
=288 -0 -
Dconnections | afaReports | [2)| B> omusert | [§CODEGEM SvML Pt [FCODEGEN SYML PKG1 | m
m ? Code | Grants | Dependencies | Details |S
=
= el
Eaﬂ Connections f J"g GB Actions %
& En DMUSER1 create or replace PACKAGE "CODEGEN_SVML_PKG1™ RUTHID DEFIHER 1S =
{3 Tables
{3 views PROCEDURE "CODEGEN_$VIML_AAS40336875_AA" (case_table IN VARCHARZ DEFRULT '“TMUSERL”. MINING DATA
{8 Indiexces additional tsble 1 TH VARCHAR? DEFAULT HULL,

B[ Packages
- CODEGEN_SvML_PKG1
z PKG1

M [a Procedures

[ E@ Functions

[ EB Triggers

[ E Types

- EB Sequences

- Eﬂ Materialized Views
B Materialized View Logs
[ [B Synonyms

-3 Pubic Syhonyms
-] Databage Links
-] Directories

2l ﬁ Recycle Bin

[ i Cther Users
- RAH_Locsl

G CODEGEN_SWML_PKG1 BODY

model name TH VARCHAR? DEFAULT 'MINING_DATA B31594 5v',

apply_result_name IN VARCHAR2 DEFAULT '"MINING DATA AFPFLE39T78302Z_4™',

table_output IH EOOLEAN DEFAULT FALSE,
drop_output TH BOOLEAN DEFRULT FALSE) ;

/% Batch Apply, Input: Tables/Views, Output: Tables/Views +/
PROCEDURE "CODEGEN_5WML_AAS40336875_Ak TT" (case_table IH VARCHAR2 DEFAULT '"DMUSERL™. "MINING I

additional_ tahle 1 TH VARCHAR? DEFAULT HULL,

wodel name IH VARCHAR2 DEFAULT 'MINING_DATA B315%4 5¥',
apply_result_name IN VARCHAR2 DEFAULT '"MINING DATA APPLEI9T7E00EZ_A™',
table output IH BOOLEAN DEFAULT FALSE,

drop_output TH BOOLEAN DEFAULT FALSE] :

/% Batch Apply, Input: H0L queries, Output: Tables/Views */
PROCEDURE "CODEGEN SVML AAG40335875_Ak 5T (case sgl IH VARCHAR2,

additional_sgl_1 TH VARCHAR? DEFAULT HULL,

wodel nawe TH VARCHAR2 DEFAULT 'NINING DATA BE31524 5¥',
apply_result_name IN VARCHAR? DEFAULT '"HINING DATA AFPFLE3STEB0ZZ_A™',
tahle output IH EOOLEAN DEFAULT FALSE,

0l

drop_output IH BOOLEAN DEFAULT FALSE) :

Massages -Log

E” @Help Center ]

- g SGL Developer Concepts and Usage

% Tutarial: Creating Ohbjects for & Small Databasze
Q Diglog Boxes for Cresting/Editing Objects

+ Q Database Objects: Usage Information

Dsta Types: Usage Infarmation

Contents Inclex Search ]

PACKAGE DMUSERT CODEGEN_SYML_PHG1@OMUSERT

‘ Editing
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Right-click the BODY name and select Compile; repeat for the header file. The icons
next to the file names may change slightly.

rl Oracle SQL Developer k ==l
Eile Edit Yiew DNavigste Run  Debug  Source  Tools  Help

Goag 0-0- 5-

Dconnections | alaReports | [)|[romusert | HCODEGEN_SYML_PRo1 | (FRCODEGEN_SYML_PHGT |

Ew
WY CodeTGVantsTDependenc\es[Da«a\ls] ‘é’
=4 Connections A [ W) actons 3
=3 DmusER1 create or replace PACKAGE "CODEGEN_SVML_PKG1" RUTHID DEFTHER AS sl
- [33 Tables -
(8 Views FROCEDURE "CODEGEN_SVML_AAB40336875_AA" (case_table TH VARCHAR2 DEFAULT '"DMUSERL™."MINING_DATA
{38 Indexes additional table 1 TN VARCHAR2 DEFRULT HULL,
- [ Packages wodel neme IH VARCHARZ DEFRULT 'NINING DATA_B31584 5V',
E1- I CODEGEN_SWML_PHE1 apply_result_name TH VARCHAR? DEFAULT '"MINING_DATA_APFLG3878902Z_A"',
-G CoDEGEN_svML| 5 output IH BOOLEAN DEFRULT FALSE,
@ copesen_svi 22" F.ltput IN BOOLEAN DEFRULT FALSE]:
2] [B Procedures
B[ Functions ey Compils for Debug Views, futpur: Tables/Views */
(28 Triggers B Run 36875_AA TT" [case_table IH VARCHAR? DEFAULT '“DMVSERL"."MINING D
B[ Types B pebug onal_table_l TN VARCHAR? DEFAULT HULL,
& [ geaences a ; o Profils CODEGEN, ShL PHGT |name TH VARCHAR? DEFRULT 'MINING DATA B31594 3V', L]
{3 Materialized Views xpouton Frotle — |result_nawe IN VARCHAR2 DEFAULT '"MINING DATA APPLE3S789022_A"',
B[ Materlalized View Logs Drop Package output IH EOOLEAN DEFAULT FALSE,
&[5 Synoryrs Drop Package Body -ut.pur. TH BOOLEAN DEFRULT FALSE] ;
-2 Public Synomyms Grant
@1 Databass Links Rewoe ries, Output: Tables/Wiews "/
B [ Directories — wEEE T ERTEr3 366 75_AL ST (case_sql TH VARCHAR?,
[:3) ﬁl Recycle Bin additional sql_l1 IH VARCHAR? DEFAULT HULL,
- Other Lisers wodel neme TH VARCHARZ DEFRULT 'NINING DATA B31534 5V,
- @y ReH L ocal apply_result_name TH VARCHAR? DEFAULT '“NINING DATA APPLE3S7S50Z2_&"',
table_output TN BOOLEAN DEFAULT FALSE,
drop_output TN BOOLEAN DEFRULT FALSE]: =
<] ] D
[ElMessages - Log [;]l (@)Help Center 1 =
% SOL Developer Concepts and Usags |~
9 Tutorial: Creating Ohjects far & Smal Database &
& Dislog Boxes for Cresting/Editing Objects [l
Database Objects: Usage Information
| -6 Deta Tynes: Usage Information 9
Corterts [Index  [Search | DE|
PACHAGE DMUSERT.CODEGEN_SVML_PKG1@DMUSER1 | Eciting

Right-click the header name and select Run (If you had not previously compiled the code
it is automatically compiled now). The Run PL/SQL window opens and displays the
components of the package.

Ea DhU=ER1 create or replace PRCERGE "COD
{3 Tables (CODES)

{88 views PROCEDURE "CODEGEN SVML AA4540

t Ea Indexes additi

Ellﬁ Packages model

- g CODEGEN_SYML_PKGT apply

% CODEGEN Lol WX | [ [Pl |
=g copecE B
[8 procedures

12

ompile Ctrl+ Shift-Fa

B+ B

% Functions Compile for Debug
(5 Types

4 Sequences i pebug
{73 Materialized Yiews | 1) Execution Profile CODEGEN_SML_PKG1

{0 materislized View L Drop Package
EB SYNOrYTE Drop Package Body
D Public Synoryms

Grant
D Database Links =
-7 Directories Revoke
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The Target frame displays the components within the package, each with a descriptive
suffix indicating the formats of the inputs and outputs:

CODEGEN_SWML_AA45405645 A8 ST
CODEGEM_SWHL_AA45405645_AM TT
CODEGEM_SWhL_AR45405645_aa

CODEGEN_SWHL_AA45405645_AM SO
CODEGEM_SWML_AA45405645_AA SR

TT: Table or View in, Table out
ST: SQL query in, table out
SC: SQL query in, cursor out
SR: SQL query in, result set out

The following example will replicate the method of the Oracle Data Miner Apply
activity: table or view as input for the scoring (in the activity as originally run, the view
MINING_DATA_APPLY V), and a new table containing the results of the scoring.

Select the component with the TT suffix.
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By default, the arguments in the PL/SQL code take their values from the variable values

defined after the BEGIN keyword, and by default these variable values are passed

without change from the activity. If no values passed from the activity are to be changed

before execution, leave the default NULL values.

The only change in this example will be to create a new table for the result instead of
overwriting the table created when the activity was first executed from the GUI.

Here is the TT header information before any changes:

Target: Parameters:

CODEGEM_SWhL_AAS40536875_o0 Parameter

Data Type

| Mode |

CODEGEM_SWML_AAG4N336875_as_ST CASE_TABLE
CODEGEN_SWML_AAG40336875_08_SC ADDITIONAL _TABLE 1
CODEGEM_SWML_AAG40336875_aL_SR MODEL _MAME
CODEGEN_SWhL_A. s TT APPLY_RESULT _MAWME
CODEGEN_SWML_AA840336875_08 WF TABLE_OUTPUT

WARCHARZ(200)
WARCHARZ(200)
WARCHARZ(200)
WARCHARZ(200)
EOOLEAM

PLSSGL Block

DECLARE
CASE_TAELE VARCHAR2 (200 ;
ADDITIONAL_TAEBLE 1 VARCHARZ (200 ;
MODEL_NAME VARCHARZ (Z00);
APPLY_RESULT HNAME VARCHARZ (200 ;
TABLE_OUTFUT BOOLEAN:
DROP_OUTETT BEOOLEAN:

BEGIH
CASE_TABELE := HULL;:
ADDITIONAL_TABLE_1 := HULL;
MODEL_NAME ;= HULL:
APPLY _BRESULT NAME := HULL;:
TAELE_OUTPUT := HULL:
DROP_OUTETT := HULL:

CODEGEN SVML PRGL.CODEGEN SVML AAS40336875 AL TT|
CASE_TAELE =» CASE_TAELE,
ADDITIONAL TAELE 1 =» ADDITIONAL TAELE 1,
MODEL_NAME => MODEL_NAME,
APPLY FESULT NAME => APPLY RESULT NAME,
TAELE_OUTPUT => TAELE_OUTPUT,
DROP_OUTPFUT =» DROP_OUTFUT

l

[4]

| ten |

| Eeset

oK ||

Cancel
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In order that the arguments CASE_TABLE, ADDITIONAL_TABLEL1, and
MODEL_NAME will have the values passed by the activity (rather than being passed

NULL values), comment out the lines passing the NULL values by typing “ - -
beginning of these three lines.

“ at the

To change the output table name, enter the name, surrounded by single quotation marks,
in the line assigning a value to APPLY_RESULT_NAME (in this case,

‘CODEGEN_OUTY’)

You want the example to produce a table that will overwrite any table with the same
name, so replace the NULL value with TRUE for the logical variables
TABLE_OUTPUT and DROP_OUTPUT.

Target:

Parameters:

CODEGEN_SWhL_AAG4033EETS_oa

CODEGEN_SWhL_AAT40336875_a8_ST
CODESEN_SWML_AAS4033EETS_aa_SC
CODESEN_SWML_AAS40336575_sa SR
CODESEN_SWML_AAS40336575_sa_TT
CODESEN_SWML_AAS4033657S_aa W

Parameter

Diata Type

| Mode |

CASE_TABLE
ADDITIONAL_TAELE_1
MODEL _MARME
APPLY_RESULT_hAME
TABLE_OUTPUT

WARCHARZ(200)
WARCHARZ(200)
WARCHARZ(Z200)
WARCHARZ(Z00)
BOOLEAN

FL/SGL Block

DECLARE
CASE_TABLE VARCHARZ (z00) ;

HODEL_NAME VARCHARZ (200) ;

TABLE_OUTFUT EOOLEAN;

DEOF_OUTPIT BOOLEAN:
BEGIH

CASE_TABLE := HULL:

HNODEL_NAME ;= HULL:

TABLE_OUTPUT := TEUE:
DEOP_OUTPUT := TRUE:

ADDITIONAL_TAELE 1 := HULL:

ADDITIONAL_TABLE_1 VARCHARZ (200) ;

APPLY_FRESULT NAME VARCHARZ (200);

APPLY _RESULT NAME := 'CEIDEGEI\IJJUTl'.:

CODEGEN SVML PEG1.CODEGEN 3VML AAGA0336675 A4 TT|
--CASE TAELE => CASE TARLE,
—-ADDITTONAL TAELE 1 =» ADDITIONAL TARLE 1,
—-MODEL_NAME => MODEL NAME,
ALPPLY_RESULT NAME =» APPLY_RESULT NAME,
TAELE_OUTENT => TAELE_OUTETT,
DROP_OUTPUT => DROF_OUTPUT

| Reset |

_ ten | o ||

Cancel
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When you click OK, the package executes, and you will see a message in the Log

window:

Running - Log

Comnecting to the database DMIOZERL.
Process exited.

Disconnecting from the database DHIITSERL.

You will see the result table in the Tables tree, and you can display the table structure by

clicking the table name.

2 Connections AJ9Reports [Z]| [ DMUSER? [FR)CODEGEN_OUT
GB 4 Colurmnz | Data | Indexes | Constraints | Grants | Statistics | Colurmn Statistics | Triggers | Dependencies | Details | SGL
» )
E:‘-—Jﬂ Connections f 1 GE Actions...
=@ ouusER Colurmn Name Data Type | MulsblelData Defaull COLUMM 0l Primary Key| COMMENTS]
EHEI Tables (CODE%) AGE MUMEER: ez 1
. @%E EEEEEE LR CUUST MARITAL_STATUS VARCHARZ(20 Bytes) Ves 2
Yiewes
i~ DMRECASE_D MNUMEER B 3
[#-[38 Indexes ¥ - o
{8 Packages PREDICTION CHAR(1 Biytes) Yes 4
8 Procedures PROBABILITY MUMEER Yes 5
Eﬂ Functions COST MUMEER: Yes =1
{28 Triggers RANK NUMBER Yes 7
rél Types
P

If you click the Data tab, the contents are shown.

[ ohusER1 [FACODEGEN_OUTY

Columns | Data | Indexes | Constraints | Grants | Statistics | Colurnn Statistics | Triggers | Dependencies | Details | SGL

I AVE RN N Firter:|

AGE |CUST_MARITAL_STATUS  DMRJCASED  |PREDICTIONPROBABILITY|COSTRANK

1 B2 Widowed 100001 1 0.26907536...
2 41 Mewerhd 100002 1 0.26542454. .
3 34 Mewerhd 100003 1 0.16211470...
4 50 Divare. 100004 1 011507533,
3 45 harried 1000051 0.94293239. .
g 20 Mewverhd 100006 1 001625527 ..
T 40 Divars. 100007 1 0.03337594...
g 41 Mewerhd 100008 1 0.03431333...
4 29 Married 1000048 1 0.73903510..
10 23 Married 1000101 0.50037562. ..
11 31 Mewerhd 100011 1 0.00934159..
12 33 Married 1000121 0.7OGE3647 ...
13 42 Married 1000131 0.38943011 ..
14 43 Divars. 100014 1 037231817 ..
15 44 Separ. 1000151 0.596155925. .

0v.
0r.
0a...
0&..
oao..
09..
04a.
oa.
0z.
04.
0g..
0z..
0&...
0G...
04..

= k) k) = k3 = = k) RY R = B3 R R B2
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You can sort, filter, or modify the data in the result table, and there are many operations
available by clicking the Actions button, such as Export, shown here.

5. Use a SQL Query as Input Data Filter

You can use the result of a SQL query as input to the Apply operation, effectively

filtering the data in any way you want.

PromusER1 | [FcODEGEN_OUT1 | =

Columns | Data | Indexes | Canstraints | Grants | Statistics | Column Statistios | Trigers | Dependencies | Details | saL ‘5’

f @(ﬂ “ﬂ' x @ a Sort...  Fiter: Table »

AGE  |CUST_MARITAL_STATUS|  DMRYCASED  |PREDICTIOMPROBABLITYCOSTRa| XML

1 B2 Widowed 100001 1 0.26907886... 0.7 cav Coumn b
2 4 [ 100002 1 0.26842484... O7... SGL insert Index 3
3 34 Meverh 100003 4 0.16211470... 08... SGL Loader Storage ]
4 50 Divorc. 100004 1 0.11507833... 08... Text Statistics b
5 46 Marrist! 100005 1 0.94293239... 00.. 1 Constraint b
6 20 Neverh 100005 1 001625827 08... 2 Privieges P
7 40 Divorc. 100007 1 005557594... 08... 2 Trgger b

Right-click the header file name and select Run, as in the previous example, but this time
select the component with the suffix _ST (SQL query in, table out).

In this example, the input data is filtered to include only records of divorced individuals
above the age of 40. Note that the query defined as CASE_SQL is surrounded by single
quotation marks, and the categorical value Divorc. is surrounded by two single quotes.

x|

I runPL/sOL
Taroet: Parameters:
CODEGEN_SVML_AR175515456_AA Parameter [ Data Type Mode |
CODEGEN_SVML_8A17551 8456 _AA_SR CASE_SOL VARCHAR2(200) I -
CODEGEN_SVML_AA17551 8456 _AA_TT ADDITIONAL_SGL_1 WARCHAR2(200) Ir ]
CODEGEN_SWML _&A175518456_AA_SC MODEL _NAME VARCHAR2(200) IN
5 APPLY_RESULT_MNAME WARCHAR2(200) I I |
| TABLE_OUTPUT BOOLEAN M =
PL/SGL Elock
DECLARE sl
CASE_3QL VARCHARZ (200] ;
ADDITIONAL_S0L_1 VARCHAR2 |200);
MODEL_NAME VARCHARZ (200) ;
LPPLY RESULT_NAME VARCHARZ (200) :
TABLE_OUTPUT BOOLEAN;
DROP_OUTPUT BOOLELN:
BEGIN
CASE_3QL := 'SELECT * FROM MINING_DATA APPLY_V WHERE AGE > 40 AND CUST_MARITAL STATUS = ' 'Diworc.''':
ADDITIONAL_SQL_1 := HULL;
MODEL_NAME := HULL;
APPLY RESULT NAME := 'CODEGEN_OUTZ';
TABLE_OUTPUT := TRUE;
DROP_OUTPUT := TRUE;
CODEGEN_SVML_PKG2.CODEGEN SVML_AAL75518456_Ad ST(
CASE_30L =» CASE_50L,
--ADDITIONAL_SQL_1 = ADDITIONAL_SQL_L,
--MODEL_NAME => MODEL_HNAME,
APPLY FESULT NAME =»> APPLY FESULT NAME,
TABLE_OUTPUT => TABLE_OUTPUT, -
DROP_OUTPUT => DROP_OUTFUT
1z =
4] [v]
| Reset |

Ok

J |

Cancel
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Make other changes as shown and click OK; when execution completes, you can display
the contents of the output table.

[ DMU=ER1 [FCODEGEN_QUTZ

Colurmns | Data | Ihdexes | Constraints | Grants | Statistics | Colurnn Statistics | Triggers | Dependencies | Details | SGL0L

S XE R st Firter:|

AGE | CUST_MARITAL_STATUS|DMRSCASE_IDPREDICTION  PROBABILITY  |[COSTRANK

1 43 Divare. 100436 1 0.00543404634645... 0.0... 1
2 B4 Divare. 100759 1 081731 242387763, 0., 1
3 54 Divare. 100534 1 071971187292822... 0.2... 1
4 69 Divarc. 100092 1 0.70399915790796... 0.2... 1
g 42 Divare. 100383 1 0B80529361233288 03... 1
B 41 Divare. 100822 1 0.6106595550738021 0.3, 1
7 45 Divare. 100393 1 0.59186693579379... 0.4... 1
g 53 Divarc. 100260 1 0.59054294725772... 04... 1
g 49 Divare. 100295 1 0.53509245792323... 0.4... 1
10 51 Divare. 1001741 0.51095920247543... 0.4... 1
1 45 Divare. 100563 1 0.49807916486154... 05... 2
12 65 Divarc. 100723 1 0.4786333453813711 05... 2
13 59 Divare. 100731 1 0.46795074240889... 05... 2
14 45 Divare. 100399 1 0.45054525633910... 05... 2
15 45 Divare. 101496 1 0.44700563573067... 05... 2

6. Deployment of Code to Score a Single Record

This example illustrates the use of the code generated by Oracle Data Miner as part of a

process within an application.

Suppose that a Call Center application establishes the customer ID of a person who has
called seeking information (ID number 100155 in this example), and passes that number
to a PL/SQL package that executes and returns the probability that the customer in

question fits the profile of someone likely to be a high lifetime value customer. The

application can be written to suggest a course of action for the agent who is talking to the

customer.

Right-click the header file name and select Run, as in the previous example, but this time
select the component with the suffix _SR (SQL query in, record set out).
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The full name of the APl component is shown in the definition of v_Return.

x|

Target: Parameters:
CODEGEN_SWML_AA45405648_A4 ST Farameter | DataType | mode
CODEGEM_SWML_AL45405645_84 TT =Return Yalue= DMUSER1 CODEG... QUT
CODEGEN_SWhL _AA45405645_AA CASE_SalL VARCHARZ(Z00) M
CODEGEM_SWHL_AA45405645_AA SC ADDITIONAL _SGL_1 VARCHARZ(200D I
CODEGEM_SWML_AA45405648 48 SR MCODEL_MAME WARCHARZ(200) N
PL/SGL Block
DECLARE =
CASE_30L VARCHAR2 (Z00) ;
ADDITIONAL SQL_1 VARCHARZ (=00 ;
MODEL_NAME VARCHARZ (Z00) ;
v_Return DMUSERL. CODEGEN_3WHML_A&45409504501_T:
BEGIN
CAZSE_30L := HULL;
ADDITIONAL_SQL_1 := HULL;
MODEL_MNAME := HULL:
il bbb R (DEGEN_SVML_PEGL. CODEGEN_SVML_A&445405645 &b SR
CASE_30L == CAZE_3QL,
ADDITIONAL_3QL_1 =+ ADDITIONAL_SQL_1,
MODEL_NAME => MODEL_MNAME
1:
-- Modify the code to output the warisble
-- DEM3_OUTPUT.FUT_LINE('w Return = ' || v _Return):
EHD : —]
-
<] [+
| Reset |
| Help | 0].4 _‘ | Cancel |

This is the actual SQL function that will apply the model to the single record returned by

a query — the arguments required by the function can be found in the code body.

Click the code body name and scan down through the code as far as the section labeled

/* Real time Apply, Input: SQL queries, Output: Result Set */
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The code immediately following the section label gives the syntax for the function.

/% Beal time Apply, Input:
HCTION "CODEGEN 5% A

"CODEGEN_SVML AA45409504501 T

Is
additional_sgl QUERY_ARRAY := QUERY_ARRAY(
additional sl 1
[
v_tempTables TABLE ARRAY := TABLE_ARRAY():
V_CUrsor HUMBER. ;
wv_feedbhack IHTEGER ;
w_AGE HUMBER.;
v_CUST_GENDER VARCHAR2 (1Z5);
v_CUST_MARITAL STATUS VARCHARZ (128):
w_EDUCATION  VARCHAR2 (128):
v_DMR§CASE ID HUMBER;
v_PREDICTION HUMBER.:
v_PROBABILITY HUMBER.:

w_COST HUMBER

w_RANE HUMBER;

w_result "CODEGEN_SVIML_AA4540535204515_R";

w_resultSet  “CODEGEN_SVML_AA45409504501_T” := "CODEGEN_SVML_AA45403504501_T7():

The first argument is the SQL code returning the single record to be scored (in single
quotes), and the second two arguments are optional — if they are left blank, then the
default values are NULL for additional_sql_I, and the name of the model applied in the
Activity that generated this package for model_name. The names in the result set are
listed after the function; in the example below, only the Case ID and the Probability are
requested for display.

Now you can test a snippet of code as it will be embedded into the application that
queries the result set of the function execution, as follows:

Click the tab containing the connection name (DMUSER1 in the example) to expose a
SQL worksheet, and enter the SQL code as shown (In JDeveloper, right-click the
connection name and select SQL Worksheet). Click the green diamond on the toolbar to
execute. The result will appear in the Results window.

[>OMUSER! | COCODEGEN_SVML_PKG1 | [CODEGEN_SVMLPKG1 |

FERR® 1 ¢ 0.02 secands [omusERT

Erter SGL Statement:

select s.dmr$case_id, s.probability from
(select CODEGEN_S5VML_PEGL.CODEGEN_SVML_AA445405645_Ad 5R('select * from MINING DATA APPLY ¥ where CUST_ID = 100L55')
as pset from dual) £, TABLE (t.pset) =

4] [»]

avResultS ]E seript Output | B Expiain ]@DBMS outpust | @ ovis outout |

Results:

DMRSCASE_ID | PROBABILITY |
1 100155 0.8183110475138915
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Appendix A — Installation and Configuration

Oracle Data Mining is an option of the Oracle 10g Release 2 Enterprise Edition
database.

Installing the Database Disk

Refer to the Installation Guide for a particular platform to make note of platform-
specific pre-installation and post-installation tasks. The example below shows the
steps on a Windows system. The folder in which the database is installed is
referred to as ORACLE_HOME.

From the Database Disk, there are two launching points for the installer:
\database\setup.exe and \database\install\oui.exe. If you need to deinstall an
existing database, you will use the installer oui.exe. The installer setup.exe
allows a choice of Basic or Advanced installation path, whereas oui.exe uses
only the Advanced path.

Note: Any installation of the Oracle Enterprise Edition database automatically
installs Oracle Data Mining. If you perform a Custom Installation, do NOT select
Data Mining Scoring Engine ( DMSE is a limited version of Oracle Data Mining
used in very specialized circumstances). Installing DMSE disables Oracle Data
Mining.

You must disable any Oracle products before installation can begin. Go to Start
- Settings - Control Panel - Administrative Tools = Services, then right-click
any Oracle service that is running to Stop the service. Also from the Control
Panel, choose System - Advanced - Environmental Variables to select and
delete any variable with Oracle in the name.

You may want to back up tables from an existing database before beginning.

The screens from oui.exe are shown in the example.



Double-click oui.exe to begin; if you need to deinstall a product, click Deinstall
Products, select the product, and follow the instructions. Otherwise click Next.

Welcome

The Cracle Universal Installer guides wou through the installation and configuration of wour
Oracle products.

Click "Installed Products.. " to see all installed products.

Deinstall Products... )

Ahout Qracle Universal Installer... |

Help ) Installed Eroducts...}j Back In=tall Cancel
ORACLE’

Oracle Data Mining requires the Enterprise Edition of Oracle Database 10g.
Select the appropriate radio button and click Next.

Select Installation Type
Oracle Database 10g 10.2.01.0

What type of installation do you want?

® Enterprise Edition (631MB)

Oracle Databsse 10y Enterprise Edition, the first database designed for the grid, is a self-managing database that has the
scalability, performance, high availabilty and security festures required to run the most demanding, mission critical
applications.

" Standard Edition (630ME)

Oracle Database 109 Standard Edition is ideal for warkgroups, departments and small-to-medium sized businesses
looking for & lovwer-cost offering.

T Personal Edition (631MB)

Supports single user development and deployment that require full compatikilty with Oracle Enterprize Edition 104 and
Oracle Standard Edition 10g.

 Custom

Enables you ta choose individual componerts to install.

Product Languages...

Help _)I Installed Products... _)I Back ~ Install Cancel
ORACLE
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A default Name and a default Path are supplied; in this example, the Path (that
is, ORACLE_HOME) has been simplified to identify a folder that had been
created previously. Click Next

Specify Home Details

Destination

Enter or select a name for the installation and the full path where you want to install the product.
Mame: |oraDh10g_homez

Path:  |caoraciet 0gR3|

¥ Browse..

Help )I Installed Eroducts...)l Back Mext Install Cancel
ORACLE

The following screen will appear only if the installation is being done on a system
without a fixed IP address (for example, a laptop). The warning indicates that the
database will not be accessible from a remote computer. As this is not usually an
issue for a laptop (which will use “localhost” as the IP address for database
access), click Next.

Product-Specific Prerequisite Checks

The Installer verifies that yvour environment meets all of the minimum requirements for installing and
configuring the praducts that you have chosen ta install. You must manually verify and confirm the items that
are flagged with warnings and items that require manual checks. For details about performing these
checks, click the itern and review the details in the hox at the hottorm of the windo.

Check Type Status

Checking Metwork Configuration reguirements ... Automatic M| \Warning =l
Walidating ORACLE_BASE location (if set) ... Automatic ¥ Succeeded ~
1] | r

W Stap

1 warnings, 0 requirements to he verified.

Checking Metwork Configuration requirements ... & ]
Check complete. The owerall result ofthis check is: Failed ==<=

Problem: The install has detected that the primary IP address of the system is DHCP-assigned.
Recommendation: Oracle suppors installations an systems with DHCP-assigned IP addresses;
However, hefore you can do this, you must configure the Microsoft LoopBack Adapter to be the primary |+

In=tall Cancel



If an earlier Oracle database is detected, you have the opportunity to upgrade; in
this example, select No and click Next.

Upgrade an Existing Database

You may upgrade one of the databases listed below to Oracle Database 10g Release 2 during this install
session. Ifyou chaose to perform an uparade, the Oracle Database Uparade Assistant (DBUAY will be
launched atthe end ofthe install to step vou throuah the upgrade process.

Do you want ta perfarm an upgrade now?

] Mo
 Yes

¥ Lipgrade an existing database

Select| Oracle Home =] 0] Uses ASM
®  CIUORACLEWRAIOGRT RAHDE10G Mo
Help JI Installed Products... JI Back Install Cancel

ORACLE

Select Create a Database and click Next.

Select Configuration Option

Selectthe configuration that suits your needs. You can choose either to create a database or to configure
Automatic Storage Management (ASW) for managing database file starage. Alternatively, you can choose ta
install justthe software necessary to run a database, and perform any database configuration later.

® Create a database

T Configure Automatic Storage Management (ASh)

Specify A5M 55 Password: |

Confirm A5 S%S Pazsword: |

" |nstall database Software anly

Help JI Installed Ernducts...Jl Back I+ Install Cancel
ORACLE
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Select General Purpose and click Next.

Select Database Configuration

Selectthe type of database you wish to create.
® General Purpose
A starter database designed for general purpose usage.

" Transaction Processing

A starter databaze optirmized for transaction-heavy applications

O Data Warehouse

A starter database optimized for data warehousing applications

T Advanced

Allowys you to customnize the configuration of your starter database.

Help J Installed Eroducts...) Install Cancel
ORACLE’

Typically on a personal computer, the Global Database Name and the System
Identifier (SID) are the same. Enter a name (and remember it!).

Normally, the character set is automatically selected based on the Operating
System characteristics.

For the exercises in the Tutorial, you will need the sample schemas; ensure that
the checkbox under Database Examples is selected, then click Next.

Specify Database Configuration Options

Database Naming
A Global Datahase Mame, typically ofthe form "name.domain®, uniquely identifies an Oracle datahase. In
addition, each database is referenced by at least one Oracle System ldentifier (SID). Specify the Global
Database Mame and 31D for this database.

Global Databhase Mame:  |ORA10QR2 S0 |ORA1DgR2

Database Character Set
The database character set determines how character data is stored in the database. The default is based
onthe operating system language. Select Unicode (AL32UTFE) to store multiple languages.

Select Database Character set: West European YWEBMSYIMN1 252 -

Database Examples
You can choose to create a starter database with or without sample schemas. Kote thatyou can plug in the
sample schemas to vour existing starter database after creation. See "Help" for more details.

W Create database with sample schemas

Help ) Installed Eroducts...}j Back et In=tall Cancel
ORACLE’




In the following screens, the simplest options are chosen.

Select Use Database Control for Database Management and click Next.

Select Database Management Option

Each Oracle Database 10g may he managed centrally using the Oracle Enterprise Manager 10g Grid Contral
or locally uging the Oracle Enterprise Manager 109 Database Control. For Grid Control, specify the Cracle
Management Service thraugh which you will centrally manage your database. For Database Control, yau may
additionally indicate whether you want to receive email notifications for alerts.

Selectthe management options for yaur instance.

© Uze Grid Control for Database Management

Management Service: |Wo Agents Found

® |Jse Database Contraol for Datahase Management

[ Enahle Email Motifications

Outgoing Mail (SMTP) Server: |

Ernail Address: |

Help JI Installed Ernducts...Jl Back I+ Install Cancel
ORACLE

Select File System for Storage Option and click Next.

Specify Database Storage Option
Selectthe storage mechanism you would like to use for database creation.

® Fila System
Use the file system for databsse storage. For best database organization and performance, Cracle recommencds
installing databasze files and Oracle software on separate disks,

Specify Database file location: |C:1.oradata Browse. .

T Automatic Storage Management (AShi)
Automatic Storage Management simplifies database storage administration and optimizes databasze layaut for 1O
performance.

T Raw Devices
Ravw partitions can also provide the reguired shared storage for Real Application Clusters (RAC) databases. You wil
need to create one ravw device for each data file, cortral file, and log file for the starter detabase and then provide a
file that maps specific tablespaces, contral files, and log files ta rav volumes.

Specify Raw Devices mapping ﬂle:| Browse. .

Help JI Installed Ernducts...Jl Back . Install Cancel
ORACLE'




Select Do not enable Automated backups and click Next.

Specify Backup and Recovery Options

Selectwhether ar notto enable automated backups for your database. Backup Job, if selected, will use the
specified recavery area storage.

® Do not enable Automated backups

T Enable Automated Backups
Recovery Area Storage
@ File System
Use the file system for files relsted to backup and recovery of vour database.

Recovery Area Location: |Chiflash_recovery_area Erowese..,

& tomatic Storaoe Managemert
Use Automatic Storage Management for files relsted to backup and recovery.

Eackup Job Credentials
Specify the operating svstetn credentialz used by the backug job.

Uszername; | Pazsword: |

Help | Installed Products... | Back | Insal] Cancel
ORACLE

It's convenient for all administrative user names to have the same password
(especially on a personal computer). Select the appropriate radio button and

enter the passwords, then click Next.

Specify Database Schema Passwords

The Starter Database contains pre-loaded schemas, most ofwhich have passwards that will expire and be
locked atthe end of install. Afterthe install is complete, you must unlock and set new passwords for those

accounts you wish to use. Schemas used for the database management and postinstall functions are left
unlocked, and passwaords for these accounts will not expire. Specify the passwords for these accounts.

T Use different passwards for these accounts

Uszer Mame Enter Password Confirm Password
= T T

SWEMARN
DESHMP

® | Jse the same password for all the accounts
Enter Passward: e Confirm Passwaord: |*‘“‘“‘*1

Help | Installed Products... | Back | Ned | nstall Cancel
oRrACLE’




Review the Summary and click Install.

Summary
Oracle Database 109 10.2.0.1.0

Z-Global Settings

Source; Choracle10_2datahaselstageiproducts. xml
Oracle Home: CAJracle10gR2 (CraDb10g_home2)
Installation Type: Enterprise Editian

| »

Z-Product Languages

|—Eng|ish

Z-Space Reguirements

|—C:1 Required B96ME (includes 44MB termporany - Available 19.14GE
Z-New Installations (114 products)

Anent Reguired Support Files 10.2.0.1.0

Assistant Comman Files 10.2.01.0

Bali Share 1.1.18.0.0

Buildtools Common Files 10.2.0.1.0

Help Installed Products... Back B[z Cancel )

ORACLE’

As the install proceeds, the progress is displayed.

v Copying database files
v Creating and starding Cracle instance
v Completing Databhase Creation

Clone database creation in progress

100%

Laog files for the current operation are located at:
Cadracle! 0gR2cfatoollogsiwdbcanORAT OgR 2




When the database has been installed, a summary is displayed. Click Password
Management to enable the Oracle Data Mining administrative function and to
unlock schemas required for the data mining examples.

Database creation complete. Check the logfiles at C:
Wraclel 0gR2cfgtoollogsidbealORAT 0gR 2 for details.

Databaze Information:
Global Database Mame: DRA10RZ
System ldentifier(SI00; DRA10RZ
Server Farameter Filename: ChQraclel 0gR2fdhsispfileORAT0gR2.ara

h’he Database Control URL is hitp:irhaberst-lap2.us.oracle.com:1188fkem

MHaote: All database accounts except SYS, SYSTEM, DESMMP, and SYSMAR are locked. Select
the Password Management hutton to view: a complete list of locked accounts or to manage the
database accountsiexcept DBESHMP and SYSMARM). From the Passward Management window,
unlock anky the accounts you will use. Oracle Corporation strongly recommends changing the
default passwards immediately after unlocking the account.

FPassward Management...)l

%)I

You must click on the checkmark and supply a password for the DMSYS
account. To access the sample tables used in the Tutorial, do the same for SH.
You may optionally choose to enable other accounts, such as SCOTT. When
done, click OK.

Lockf unlock database user accounts and / or change the default passwords:

Uzer Mame Lock Account? | Mew Password Confirm Password
SYETEM

Dt S5 i S

SH = -

OUTLM
MDSYS
ORDEYS
CTHEYS
ANMOMYMOUS
EXFEYS

Wb S5

»DB

Falwinla TN T Ta}

v

AN SRR NANA N N

ﬂ Cancel Help



On the End of Installation screen, click Exit.

End of Installation

The installation of Oracle Database 10g was successful.

Please rememier...

Enterprise Manager Database Control URL - (ORATOGR2)
httpeArhaberst-lap2 us oracle com: 1138/em

|»

Your database configuration files have been installed in C: while other components [T
selected for installation hawe been installed in CAOracle10gR2. Be cautious not to
accidentally delete these configuration files.

The iSQL*Plus URL is:

http:Arhaberst-lap2 us oracle com: 2560/5gplus

The iSQL*Plus DEA UREL is:
http:Arhaberst-lap2 us oracle com: 2560/sglplus/dba

Help Installed Products... Back [=Es Install
ORACLE

Adding the Data Mining Option to an existing 10.2.0.1.0 Database

If a custom installation was used to install and create a 10g Release 2 database
and Oracle Data Mining was specifically excluded, you can add the option by
using the Database Configuration Assistant (DBCA).

Test: Log in to one of the unlocked accounts (for example SH) of the

database using SQLPLUS and see if the connection information includes
Oracle Data Mining:

Oracle Database 10g Enterprise Edition Release
10.2.0.1.0 - Production

With the Partitioning, OLAP and Data Mining options

To add the Oracle Data Mining option in a Windows environment, click
ORACLE_HOME\BIN\dbca.bat to launch the wizard.

Select Configure Database Options, then check Oracle Data Mining on the
Database Components screen, then Finish to enable the ODM option.



Verifying the Data Mining Option after Installation

If during installation the user SH was not unlocked, you can log in as sysdba and
unlock and assign a password (for example SH) to the SH user.

SQL> ALTER USER SH IDENTIFIED BY “SH” ACCOUNT UNLOCK;
The following command will verify the correct installation of ODM:
SQL> select comp_name, status from dba_registry;

COMP_NAME STATUS

Oracle Data Mining VALID

Installing the Companion Disk

To copy the sample PL/SQL and Java data mining programs into the folder
ORACLE_HOME\RDBMS\Demo, you must install the Companion CD.

From the Companion Disk, double-click setup.exe to launch the installer. Click
Next to begin.

Welcome

The Oracle Universal Installer guides you through the installation and configuration of your
Oracle products.

Click "Installed Products..." to see all installed products.

Deinstall Products... -)I

About Oracle Universal Installer...JI

Help _)I Installed Products... _)I Back Install Cancel
ORACLE




In order to install the ODM sample programs, you must select Oracle Database
10g Products 10.2.0.1.0 and click Next.

Select a Product to Install

T Cracle HTML DE 10.2.0.1.0

HTML DE enables you to build shd deploy web applications on the Oracle Database rapidly. The instaliation allows for
Py distinct deployment options: one that includes t's own copy of the Oracle HTTP Server for use with HTMLDE and
one that alloves you to upgrade an older HTML DB installation or ta install into an existing Oracle HTTP Server Oracle
Hotre.

® Ciracle Database 10g Products 10.2.0.1.0

Includes products that vou can install into an existing Oracle Database 10g Cracle Home. The installstion gives you the
followwing additional database components: Oracle JDBEC Developmernt Drivers, Oracle SGLJ, Database Examples, Oracle
Text Knowledge Base, JAccelerstor(NCOMP), Intermedia Image Accelerator, Oracle Uitra Search, and Oracle Warkflow.

T Cracle Database 10g Companion Products 10.2.0.1.0

Ihcludes products thet vou must install in a separate Oracle Home from the Oracle Database. The installation allows you
ta install the follewing products: Oracle HTTP Server and Oracle Workflow Middle Tier.

Product Languages..
Help JI InstalledErnducts...Jl Back | I et JI Install Cancel
ORACLE

The Name and Path for the Home Details must match the Name and Path
entered when the database was installed. Enter the names and click Next.

Specify Home Details

Destination

Enter ar select a name far the installation and the full path where you want to install the product.
Mame: |oraDhi0g_hame -

Path: |Cioraclel DgR2 v Browse..

Help _)I Installed Products... _)I Back | [ ext _)I Install Cancel
ORACLE




Verify that the Checks succeeded and click Next

Product-Specific Prerequisite Checks

The Installer verifies that your environment meets all of the minimurm reguirements for installing and
configuring the products that yvou have chosen to install. You must manually verify and confirm the itermns that
are flagaed with warnings and items that require manual checks. For details about performing these
checks, click the itern and review the details in the box at the bottom of the window.

Check Type Status
Checking Oracle Home path for spaces... Automatic ¥ Succeeded 4]

W Stop

0 requirerments to be verified.

Actual Result: Oracle Database 10g 10.2.0.1.0
Check caomplete. The averall result of this checkis: Passed

| -

Help J Installed Eruducts...jj Back ] Install Cancel
ORACLE’

| »

Confirm the Summary page and click Install. The progress during installation is

displayed. When done, click Next.

Install

Inztalling Oracle Databaze 10g Products 10.2.0.1.0

Oracle Database 10g:

*" Installation in progress The Database for the Grid

Setup pending... « Virtualization at every layer

Configuration pending... + Policy-based provisioning
+ Resource pooling
Extracting files to 'C:\Cracle1 0gR2'.
| 1%

You can find & log of this install session at:
CProgram Files\OraclelinventoryilogsiinstallActions2005-09-16_09-49-27 A0 log

Help Installed Products. . Back [a] et Install Cancel

ORACLE



At the end of installation click Exit.

End of Installation

The installation of Oracle Database 10g Products was successful.

Please remember. ..

The Ultra Search URL is:
http: #rhaberst-lap2 us oracle com:5620/ultrasearch

e

The Ultra Search Administration Tool URL is:
http:firhaberst-lap2 us oracle com S620/ultrasearch/admin

Help Installed Products.. Back [a] et Install ¥
ORACLE’

Creating Oracle Data Mining Users
Each database user who will execute ODM operations must have:

e default and temporary tablespaces specified
e permission to access the mining data

A user on a personal computer (where only one user is active), or users in a
training environment (where only small sample tables will be used) can be
assigned an existing tablespace (for example USERS). Under any
circumstances, users can share an existing temporary tablespace (for example
TEMP).

In a production setting with several users, it is better to create separate
tablespaces for each user.



First, on the command line, change directory to the folder containing the
administrative scripts, ORACLE_HOME\RDBMS\demo.

C:\>cd \OraclelOgR2\RDBMS\demo

Then, log into the database as sysdba and find the existing tablespaces and their
locations (if you want to create new ones):

C:\Oraclel0gR2\RDBMS\demo>sqglplus sys/oracle@oralOgr2
as sysdba

SQL*Plus: Release 10.2.0.1.0 - Production on Tue Sep
27 14:32:40 2005

Copyright (c) 1982, 2005, Oracle. All rights
reserved.

Connected to:

Oracle Database 10g Enterprise Edition Release
10.2.0.1.0 - Production

With the Partitioning, OLAP and Data Mining options

SQL> select tablespace name, file_name from
dba_data files;

TABLESPACE_NAME FILE_NAME

USERS C:\ORADATA\ORALOGR2\USERSO1 . DBF
SYSAUX C:\ORADATA\ORA10GR2\SYSAUX01 .DBF
UNDOTBS1 C:\ORADATA\ORA10GR2\UNDOTBSO1 .DBF

Now you know the full path name for the location of the tablespaces, so if you
want to create new tablespaces for the data mining user(s) rather than use the
existing ones, you can enter commands to create the default and temporary
tablespaces as follows:

SQL> CREATE TABLESPACE dmuserl DATAFILE
"C:\oradata\ORA10gR2\dmuserl.dbf" SI1ZE 20M REUSE
AUTOEXTEND ON NEXT 20M;

Tablespace created.



Now you can create the data mining user(s), making reference to the tablespace
created with the previous command.

SQL> CREATE USER dmuserl IDENTIFIED BY dmuserl DEFAULT
TABLESPACE dmuserl TEMPORARY TABLESPACE temp QUOTA
UNLIMITED ON dmuserl;

User created

In a training environment where several users will access small tables on the
same database server, you can create DMUSER1, DMUSER?2, etc. and use the
existing tablespaces without having to create new tablespaces. For example,

SQL> CREATE USER dmuser2 IDENTIFIED BY dmuser2 DEFAULT
TABLESPACE users TEMPORARY TABLESPACE temp QUOTA
UNLIMITED ON users;

User created

Next, the user(s) must be granted permissions to carry out data mining tasks, to
access the Oracle Text package, and also to access the sample data in the SH
schema. The script dmshgrants.sgl accomplishes these tasks, using as
inputs the password for SH and the password for the user being granted
permissions.

SQL> @dmshgrants sh dmuserl
old 1: GRANT create procedure to &DMUSER
new 1: GRANT create procedure to dmuserl

Grant succeeded.

old 1: grant create session to &DMUSER
new 1: grant create session to dmuserl

Grant succeeded.

old 1: grant create table to &DMUSER
new 1: grant create table to dmuserl

Grant succeeded.

sQL>



Finally, the schema for each new user can be populated with tables and views

constructed from the data in the SH schema; each new user must do this
individually, using the dmsh.sql script.

SQL> connect dmuserl
Enter password:
Connected.

SQL> @dmsh

View created.

View created.

View created.

View created.



Installing the Oracle Data Miner User Interface in a Windows
environment

Create a folder (*not* in ORACLE_HOME) that will serve as home for the
Graphical User Interface Oracle Data Miner (ODMr), for example C:\ODMr10_2,
then browse to

http://www.oracle.com/technology/products/bi/odm/odminer.html

right-click and choose Save Link Target as ... to download the zipfile odminer.zip
into the folder created above.

Unzip the contents into C:\ODMr10_2 and double-click
C:\ODMr\bin\odminerw.exe to launch the GUI (you may want to create a shortcut
to odminerw.exe on your desktop).

There will be no database connection when ODMr is first launched, so click New
to create a connection to a specific database user/schema.

Select a data mining server connection.

Connection: ¥ |

|Mew.. | |Edt. | |Delete |

(] G (el

Enter a meaningful name for the connection, the user/password assigned to you,
the name or IP address of the database server (if the GUI and server are on the
same system, you can use the host name localhost), and the listener port and
the SID that were established during installation.

Connection Marne: |dmuser5_cu:unnect |

Connection Settings

U=zer: | dinusers |

Passwarg, | e |

Hazt: | dinServer LS oraclke . com |

Port: 1521 |

SIC: | ORA10gR2 |
(0] (0 [cemce)



When the Oracle Data Miner opens, you can click the “+” next to Data Sources,
then your user name, then Views and Tables to confirm that the sample tables
and views are in your user schema. You should see the names as displayed

below.

File *“iew Data Activity Toolz Help

[—

EI..%?I “iews

----- Ty MARKET_BASKET v

i MIMING_DATa,_APPLY_STR_V
i MIMING_DT&,_APPLY

i MIMING_DATa4_BUILD_STR_V
i MINING_DAT8,_BUILD_Y

i MIMING_DAT&_ONE_CLASS_Y
----- Forr MIMING_DATA_TEST v

EI Tahles

""" RIMING _APPLY _MESTED_TEXT
""" MIMING _APPLY_TEXT

""" RIMING_BUILD_MESTED_TEXT
- MIMING _BUILD_TEXT

o B MINING _TEST_MESTED_TEXT
""" MIMING_TEST_TEXT

[

-3 svs
F-E3% SvSTEM
-3 whsvs

633 XDE

(6 Discoverer Gateway
[]---H Mocels

e .

[« 1

l Activities l Server

|| Mo et selected.



Installing the Oracle Data Miner User Interface in a MAC OS
environment

The program requires Java JDK 1.4.2, included in Mac OS X 10.4.5. To check
the version of Java, open a terminal session (using the Terminal application) and
use the command:

jJava —version

Browse to

http://www.oracle.com/technology/products/bi/odm/odminer.html

right-click and choose Save Link Target as ... to download the zipfile
odminer.zip.

Unzip odminer . zip by double clicking on odminer.zip. This creates the folder
odminer (in the current working folder) and inflates the archive into it. (For the
Oracle Data Miner beta version, it creates the odminer_102_ beta2 Folder.)

Move the created folder to the desired location, for example to the
Applications folder.

Yy M it 3
| o Qi m | - q
= = u_J ";?I,J_ e = T e
& Maciniesh HD @ Mozilia Firetird Ire - i inar. Ry
| : lis odminera.exe
« Micecast L ]
B Deskrop odmimer_102_be1a2 Folder # readme.html = odmr
* guestl - 7 - r

s OmniGraffie L)

pplications RN

b OminiQualiner
Documenis Palm

-. Movies | Photimprestion

& Mussic 4 PMuginHelper 1.1
Pictures =

%

To start Oracle Data Miner, open a Terminal shell and change directory to
MINER_HOME/bin, where MINER_HOME is the directory where Oracle Data
Miner is installed. In this example, MINER_HOME is
/Applications/odminer_102_beta2 Folder. Reset the permissions to
add execute permission to the script odminer:

chmod +x odminer
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Execute the script odminer to launch the Oracle Data Miner; you may use "&"
after the command to run in the background.

eV al e Terminal — bash — 75x11

Macintash:/ guestli cd fApplications/odmsiner 182_betoZ\ Folder/bin/ 5

Hacintosh: fApplicat ions/odminer 182 _betoZ Folder/bin guestlf ./odminer &
[1] 1e87
Mocintosh: fApplicationsfodminer _182_betoZ Folder/bin guestif |_'|

There will be no database connection when ODMr is first launched, so click New
to create a connection to a specific database user/schema.

Select a data mining server connection.

Connection: s |

|Mew... | | Edit.. | |Delete |

|£| |i_K_J | Cancel |

Enter a meaningful name for the connection, the user/password assigned to you,
the name or IP address of the database server (if the GUI and server are on the
same system, you can use the host name localhost), and the listener port and
the SID that were established during installation.

Connection MNarme: [ dmuser —|
Connection Settings
User: | dmuzers |
Passyvarol | =essss |
Host: | dmzerver LUz oraclke.com |
Part: 1521 |
SD: | ORA10GR2 |

|E| |O__KJ |Cancel |
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Click OK when you finish the definition. You are returned to the Choose
Connection dialog. You can now select the connection that you just defined from
the dropdown box.

8enNne Dracle Data Miner

Select a data mining server connection.

Connection: | dmuser - |

| Mew.. | |Edt.. | |Delete |

|ﬂelp | | 8], | |Cancel l,é

Click OK to bring up the Oracle Data Miner main screen.

When the Oracle Data Miner opens, you can click the “+” next to Data Sources,
then your user name, then Views and Tables to confirm that the sample tables
and views are in your user schema. You should see the names as displayed
below.

File “iew Data Activity Toolz Help

| | Mo ftem selected

- '.."’"_.A:I Vigws = |
- Jgyr MARKET_BASKET W

gy MIMING_DATS_APPLY _STR_W
gy MIMING_DATS_SPPLY
gy MIMING_DATS _BUILD_STR_W
g MIMING _DaTS_BUILD W

o dgyr MIMING_DATS_ONE_CLASS W |
- MIMNG _DATA_TEST_V

. Tahles

B MiIMING _APPLY _MESTED_TEXT
BINING _APPLY _TEXT
MIMING_BUILD_MESTED_TEXT
- B MIMING _BUILD_TEXT

- B MIMING _TEST_MNESTED_TEXT
- B MIMING _TEST_TEXT

[#
[#
- £ S S TEM
[
[#

-3 ¥DE
[ Discoverer Gatewway

Activities | Server
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You can run Oracle Data Miner as an application from the Mac OS graphical
interface by writing a shell script using Automator In Mac OS 10.4.

Select Automator:

¥ Preview:,

& MacinteshHD || @ : i
B Deskiop ]
| [2 Adabe Reader for Palm 05
Applications | ) Airfoil
[% Documents | [ AppleSeript
| Movies & Audio Hijack Pro
& Music & Automator.

9 Pictures : I Mame Autemat [

e B it
'l:m Shell Seript L
&
Thin drbimet dnmmstan & L v sbwl il wil

Next enter the following lines in the Run Shell Script text box:

cd MINER_HOME/bin
_/odminer
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where, in the example, MINER_HOME is
/Applications/odminer_102_beta2 Folder.

Shell: | Jbin/bash il Pass input: | ta stdin 5]
| ed fapplications/odminer 102 betal' Folder/bin
| « fodminer
L
I Ogtions Tt J

Save the script using the File - Save As... menu option

View Workflow Window Help

QOpen Recent

Close
save

Save As Plug-in... s
Revert

Import Actions...
Import Workflows. ..

Page Setup...
Print... ®p

g Run Workflow
"} select Blog
& Seng Quigoing Mess...

i Munes
i mai

Select a name for the application and Application for File Format and you can
now launch Oracle Data Miner by double clicking the icon for the new application.

Save As: 1udminer l

Where: | @l Desktop 4
Workflow
File Formati"@.Vs]s][{s:1dls]y}
( Cancel ) (€ Save )
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Appendix B — Setting Preferences

You can set preferred values for several types of actions that take place in
Oracle Data Miner.

Note: There are occasions when an activity will override the user-defined
preference settings in order to conform to algorithm-specific requirements.

To begin, select Preferences on the Tools pull-down menu.

File ‘iews Data  Activity SlES Help

Publish to Discoverer »

DWUSERT _local
[Z Mining Activities
¢ Dsts Sources

Discaverer Ohjects Preferences...
fa hocels [
E?: Results

LBy Tasks

Synchronize Repasitory
SGL Workshest

Each tab represents a type of setting.

rEnvianment rSampling |/Data rCDnnedions rTasks rDiscre’fizing |

Working Directary:
| CAODMA 0_2_332ibin | |Browse... |
Sl Loader Executable:
| |B[DWSB... |

Laoaok and Feel (Fequires Restart)

() 0% Detautt

(%) Oracle

(ten (or] [cancel

The Working Directory is the destination directory when data is exported from

Oracle Data Miner, such as when the |ﬁ| icon is used to export data to a
textfile. The default value is the bin directory under the directory in which Oracle



Data Miner was installed. It is suggested that you use a directory that will not be
affected if a new version of Oracle Data Miner is installed, as shown below:

(Envirunment rSampIing |/Data rCDnnectiDns rTasks rDiscreﬁzing |

Wiorking Directary:

| CAODMr_export._fles] | | Browse.. |
SiEL*Loader Executable:

| | | Browsze... |

Lok and Feel (Requires Restart)
() 05 Detault
() Oracle

m (o] [<ancal]

The SQL*Loader Executable is required only if you intend to use the
Data—>Import wizard. If you have either the Database Server or the Database
Client (with the Administrator option) installed on the same system as Oracle
Data Miner, then SQL*Loader is found in the BIN directory under Oracle_Home.

rEnvirunmem rSampIing |/Data rCnnnecticunS rTasks rDisu:retizing |

Working Directory:
| CAODMA 0_2_332%in

| |§rnwse... |

S0L*Loader Executable:
| Choracke1 0gR2BIMNEgldr exe

| |EI[UWSB... |

Look and Feel (Reguires Restart)
() 0% Default

(%) Cracle

m (on] [carl

The Look and Feel radio button selects a certain appearance for the GUI.



The Statistical Summary, as well as some other displays, is based on a random
sample of rows in the table or view. The default sample size is 1000; click the
Sample tab and enter a value to change the default.

rEnvirnnmem rSampIing |/Data rCDnnedians rTasks rDiscretizing |

Default Sample Size (rows): | 1000

Internally, certain criteria are used to establish numerical attributes as either
NUMERIC or CATEGORICAL, by percentage of distinct values or by number of
distinct values. These decisions determine, for example, what method is used for
automatic binning.

You will receive a warning when the number of bins exceeds the default values
shown (for reasons of performance); the ABN algorithm, being very sensitive to a
high number of bins, is a special case.

You can click the Data tab to enter new default values.

|/Envir|:|nment rSampIing |/Data rCDnnemiDns rTasks rDiscretizing |

Data Profiling
Percent Unigue Threshold: A
Percent Unigue Categarical Threshold:

hida: Unique Count for Categoricals: a

Wiarn When
Cateqarical Bins Exceed: 12
Murnerical Bins Exceed: 230

ABM Categorical Bing Exceed:

ABM Mumerical Bings Exceed:

wn || n [=
i b

m (ox] [cancal



Your database connections are displayed by clicking the Connections tab. You
can modify, delete, or create a connection on this page.

rEnvirnnment rSampIing |/Data rCDnnectiu:uns rTasks rDiscretizing |

Connections
FAHI02 _local |New |
DWUSERT _local —
| Edt... |
| Delete |

The window in the lower left of the GUI displays tasks that are running or are
recently completed. Tasks are shown for 60 minutes after completion by default.
You can change the default by entering a value on the Tasks page.

|/Em-'ir|:|nment rSampIing |/Data rCDnnemiDns rTasks rDiscretizing |

Active Tasks View

Showy tasks completed within the last (minutes):

When bins are defined for an attribute, the default (internal) method of naming
the bins is with integer values. However, when bins are displayed by name, the
default value is overridden if necessary for clarity. For example, if AGE is binned
and the bins are displayed, you will see ranges such as 16 — 21, 21 — 25 rather
than Bin 2, Bin 3.

r Environtment r Sarmpling r Data |/ Connections |/ Taszks r Discretizing
Discretizing

Chooze how the dizcretization definition will be generated

| } Integers

L) Stringz




Appendix C — Predictive Analytics

Oracle Data Mining provides fully automated versions of Attribute Importance

(Explain) and Classification/Regression (Predict).

The prerequisites for using Predict and Explain are that the data has been

gathered into one table or view, and any desired transformation (for example

Recode) that is not required by a particular algorithm has been performed

beforehand.

Default or optimized values are used for all parameter settings, required
transformations (such as Normalization) are executed automatically, and an

appropriate algorithm is applied. The results are in a table named by the user.

Predict

The user selects the source data and the target attribute. All rows having non-null

target values are used as input to the model build process, and the model is
applied to all rows. The wizard applies heuristics to determine whether the
problem type is Classification or Regression.

Launch the Predict wizard by selecting Predict on the Data pull-down menu.

Activity  Toals  Help

Copy Takle. .

Creste Table From Wiew ..
Create View .

Generate SGEL...

Impart ...

Showy Lineage. ..

Shoewy Summary Single-Recard

Transtfarm

Predict...

Explain..

Showy Summary Mutti-Record...




Click Next on the Welcome Screen to continue.

Walcome to the Predict YWizard.

Predict Wizard provides an akility to fill in MULL value of your selected target colutnn in your
provided input data set. Data transtormation, algarithin selection and settings will be determined
automsticaly by the Predict VWizard.

Click Mext to cortinue.

Select the schema and the table/view to analyze. Normally, the table has a target
column that is only partially populated,; to illustrate the method, select the view
MINING_DATA_ BUILD_V (which has no NULLS in the target column). Click
Next.

Zelect the data yau want as input for yaur model build.

Scherna: | DMUSER1 ~|

Tablefview: | MIMNG_DATA_BUILD_Y ~|
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The wizard creates a list of likely row identifiers. Select the Case ID from the list

and click Next.

Avgilable Caze Id Attributes:

Zelect a case id sttribute far the data

Caze Id Attribute Mame: CUST_ID

In this data, the column AFFINITY_CARD represents the customer value — 0 for
low revenue and 1 for high revenue — you want to predict the value to replace

any NULL in this column. Highlight AFFINITY_CARD to specify the target

attribute and click Next.

Aovailable Attributes:

Whiat attribute do you wwant to predicty Thiz iz referred to as the target attribute.
Selected Target Attribute: AFFINITY _CARD

Marme Data Type

AFFIN RO | MUMEER
AGE MUMBER
BOOKKEEPRIM... |NUMBER
BULK_PACK_.. |[NUMBER
COUNTRY_MA.. |YARCHARZ
CUST_GEMDER | CHAR
CUST_INCOM... |WARCHARZ
CUST_MARITA.. |YARCHARZ
EDUCATION WARCHARZ
FLAT_PAMEL_... [NUMBER
HOME_THEAT... |MUMBER

[ Eat I il ol B P Y B '} ATt E N

Missing %

oo o oo o oo o oo

Sample

994
9949
999
994
9949
999
994
9949
999
994

[alnlnl




Enter a name for the table that will contain the predictions and click Next.

The predict operation will generate atable containing yaour predict results. Do you want to
change the table name?

Tahle: DEMC_PREDICT_A1

Schema:  DMUSER!1

Click Finish on the final page of the wizard.

Fredict\Wizard is complete.

Vwhien you click finish, this task will be gueued to the server for execution.




When the execution completes, click on the task name in the Server Tasks frame
to display details of the task.

File View Data

Activity

-4 DMUSER _local

L—E Mining Activities
54 Data Sources

Eﬁ Discoverer Objects
H Models

EE Resutts

Tools

Help

Tasks

DM4J3DEMO_FR _J
DM4JFDM4IFYSATL646 )
DMAJFLYMPHI1371347_J
DM4JFLYMPHI3015501_J
DM4JFLYMPHI3337852_J
DM4JFLYMPHI4166361_J
DM4J5LYMPHI4531398_J
DM4J5LYMPH36258668_J
DMAIFLYMPHIE295445_]

EUILD SUCCEEDED 213006 1:58 PM
EUILD SUCCEEDED 2/22/06 337 PM
EUILD SUCCEEDED 2124106 8:52 AM
TEST SUCCEEDED 2122106 338 PM
EUILD FAILED 2[23/06 11:60 Al
EUILD SUCCEEDED 2[22/06 4:07 PM
TEST SUCCEEDED 2[24/06 8:58 AM
TEST SUCCEEDED 2/22/06 4:07 PM

| Refresh |

[ stop |

Mame: "D JFDEMO_PRESZTO1 _J"
Type: Predict
Inputs:

Tahle: DMUSERT MINING DATA BLUILD %

Outputs:
Result: DEMO PREDICT A1

Endl Titne:  3/30/06 3:41 PM
Duration:  0:00:08
Status, TUCCESE

Meszage

Click the link to the Output Result to display a sample of the contents from the

result table.

File  Wiew Data

Bctivity

(=@ DMUSER1 _Jacal

EE Mining Activities
@ Data Sources

Eﬁ Discoverer Ohjects
[B! Mocels

E_'g Resutts

Tools

Help

CEEDED

Tasks

DM4JSDEMO_P N
DM4JSOMAJSVEAT4E46_)
DM4JSLYMPHZ1371347_J
DM4J$LYMPHI3015501 _J
DM4JFLYMPHII337952_J
DM4JSLYMPH341 86361 _J

| tatus

<#*Data Yiewer: Result: DEMO_PREDICT_Al

File  Help

| End Time

‘ Refresh |

Db S LYMPH2453: 388 cUST D | PREDICTION | PROBABLITY|
inwmoosen) (Wm0 o
DM4JFLYMPHIE2095445 ) 101505 a ;

101504 1 0997556746
Narmer  "DMISDEMO_PRESTFON_I" 101505 N D 9524457255
W (R 101506 1 0.3576434851
o 101507 ] 0942417552

Table: DMUSERT MIMNG DaTa BULD v 191508 o i

101509 1 03730185032

Outputs: 101510 0 109934949595
Result: DEMO PREDICT A1 101511 o 09574378133

101512 0 1 92851 75668
Enet Time: 3430005 341 PM n1s13 1 1 SBNZ4ARERS
Duration: - 0:00:08 101514 1] 0.5646443486
Status:  success 101515 o 0.9339994636
R 101518 1 0 G4N5ET 2563

101817 ] 005351 3054

101518 ] 1

101518 ] 09594780517

101520 1 0104336541 37

101521 1 01607455057

101522 ] 01.73551 44289

101523 ] 1

101524 1 0828452511

101525 ] 1

101525 1 09978525023

i snt n 4
A | s [ =

|/ Structure Data “iewy Linesge ‘

Fetch Size: 1 Fetch Mext | Refresh |

| stor |

=

I~ i il e

L
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Explain

Explain performs an Attribute Importance as discussed in Chapter 4, except that
all user input other than data and target identification is hidden and automated.

The end result is a list of attributes ranked by importance in predicting the target
value, with attributes having no importance or negative importance assigned the

value 0.

Select Explain from the Data pull-down menu and click Next on the Welcome
page to continue.

Welcome to the Explain Wizard.

Explain Wizard iz used to identify colurmns that are important for explaining the waristion of a
column of interest. This task analyzes the input table, performs data preprocessing, builds a
model, analyzes the model to identity key columng, and creates a rezult tahle listing the irmportart
columng and gquantifying the explanatory poweer of each important column.

Click Mext to cortinue.

Select the schema and table or view, and click Next.

Zelect the data yaou want as input for yaur model build,

Scherma: | DMUISER1 ~|

Tablefview:  |MINIG_DATA_BUILD_Y |




The target to be predicted in MINING_DATA _BUILD _V is the attribute indicating
high or low value customers, AFFINITY_CARD. Highlight AFFINITY_CARD and

click Next.

Available Attributes:

Selected Target Attribute:

AFFINITY _CARD

vyhat attribute do you want to explain? This is referred to as the target attribute.

D

EOOKKEEPIM..
BULK_PACHK_..
COUNTRY_MA...
CUST_GENDER
CUST_ID
CUST_IMCOM...
CUST_MARITA. .
EDUCATION
FLAT_PAMEL_...
HOME_THEAT...

OCCUPATION
05_DOC_SET..

HOUSEHOLD_...

FRINTER_SUP...

Diata Type
MNUMEBER
MUMBER
MUMBER
MUMBER
YARCHARZ
CHAR
MUMBER
YARCHARZ
WARCHAR?Z
YARCHARZ
MUMBER
MUMBER
YARCHARZ
YARCHARZ
MUMBER
MUMBER

Missing %

9949
ool
4994
9949
ool
994
9949
ool
994
9949
ool
994
9949
ool
999

[ R R e [ R s ) [ s s Y [ s Y e Y e |

Sample

nigue

-

«

D]

Only string, integer and float attributes are displayed.

Cancel

Enter a name for the table that will contain the results, and click Next.

C-7



The explain operation will generate a table containing yaur explain resuts. Do you wat to
change the table name?

Tahle: DEMC_EXPLAINM_&1

Schema:  DMUSER!1

Click Finish on the final wizard page, and when the task completes, click the task
name to show the details.

File View Data Activity Tools Help

;
4@ DMUSER1 _local TESHE

E Minihg Activities
Refresh
4 Dats Sources DM JFDEMC of EEDED y

[ Discoverer Okjects DM4JSDEMO_PREY7701_J PRDCT SUCCEEDED 3r30/06 3:40 PM
[ 5) Models DMAIFOMAIFEAT4B46_] BUILD SUCCEEDED 2/3006 1:58 PM
=} [3 Resuts DM4JELYMPH31371347 EUILD SUCCEEDED 2/22/06 337 PM

[3 Test Metrics DM4JFLYMPH3301 5501 _J EUILD SUCCEEDED 2/24/06 8:52 AM
[3 Residual Plat DM4J5LMPH33337952_J TEST SUCCEEDED 2122106 338 PM
(3 apply DM4JFLMPHI 4186361 _J EUILD FAILED 2123106 11:60 Ab
(3 Predict DM4JFLMPH34531398_J EUILD SUCCEEDED 2122106 4:.07 PM
=3 Explain DM4JELMPH3E259668_J TEST SUCCEEDED 2/24/06 8:58 AM
@ DEMO_EXPLAIN_A1

hame: D4 FDEMO _EXPEOTI0_J"
Type: Explsin

Inputs:
Table: DMUSERT MINING DATA BUILD %

Outputs:
Resutt: DEMO EXPLAIN 21

End Titne:  3/30/06 3.45 PM
Duration:  0:00:04
Status: SUCCESS

Message

DbddJEDEMC_PR... SUCCEEDED

Click the link to the Output Result to display the results, in both graphical and
tabular form.



File ‘iew Data Activity Tools

-4 DMUSERT _local

[3 Mining Activities
@ Data Sources

Eﬁ Dizcoverer Ohjects

E?; Test Metrics
[2 Residusl Piat
L5 appiy

1[5 Predict
I_;| E?; Explain

Help

Explain Output [ Task |

Histogram

HOUSEHOLD_SIZE
CUST_MARITAL_STATUS
YRE_RESIDENCE
¥_BOX_GAMES
EDUCATION
HOME_THEATER_PACKAGE
OCCUPATION

|

iy Tarsks . CUST_GENDER
,z% AGE
BOOKKEERING_APPLICATION
PRINTER_SUPPLIES
05_DOC_SET_KANJI
FLAT_PANEL_MONITOR —
BULK_PACK_DISKETTES
COUNTRY_NAME
CUST_INCOME_LEVEL Ed
-
Ranks
Mame Rank Importance
IM4JFDEMO_FR.. SUCCEEDED HOUSEHOLD_SIZE 1 01856542528 | =
CUST_MARITAL_STATUS 2 01778324683
YRE_RESIDENCE 3 0.0955441289
¥_BO¥_GAMES 4 0.0771574005
EDUCATION i 0.0728535967
HOME_THEATER_PACKAGE 5} 0.0691023469
OCCUPATION 7 0.0524341576
CUST_GEMNDER E} 0.0431620851
AGE 9 0.0257294159
BOOKKEEPING_APPLICATION 10 0.0235055489

Aclivities | Server

CUST_ID
CUST_INCOME_LEVEL
COUNTRY_MNAME

BULK PACK DISKETTES

0.0000000000
0.0000000000
0.0000000000
0.0000000000

[




Appendix D — Oracle Data Miner 11.1

Oracle Data Miner 11.1 is the graphical user interface for Oracle Data Mining
119, Release 1 (11.1). Oracle Data Miner 11.1 requires a connection to an
Oracle 11g Release 1 database; it does not work with any other Oracle
databases.

Oracle Data Mining 11.1 New and Changed Features

Oracle Data Mining 11.1 includes Generalized Linear Models (GLM), a new
algorithm for classification and regression. Oracle Data Miner 11.1 supports
using GLM for classification (logistic regression) and for regression (linear
regression).

Note: This tutorial does not describe GLM.

Oracle Data Mining 11.1 deprecates the Adaptive Bayes Network (ABN)
algorithm. Oracle Data Miner 11.1 does not support using ABN for classification
models. Use the Decision Tree algorithm to create a classification model that
includes rules.

For information about all new and changed features in Oracle Data Mining 11.1,
see Oracle Data Mining Concepts.

Oracle Data Mining 11.1 Installation

See Oracle Data Mining Administrator's Guide for information about how to install
Oracle Data Mining, how to create a user, and how to connect to a database for
data mining.

Installation of Oracle Data Miner is described in readme.html, which is part of the
Oracle Data Miner download.

Information About Oracle Data Mining 11.1

The Oracle Data Mining Documentation is in the Oracle Database
Documentation Library for Oracle 11g Release 1. To find data mining
documentation, view or download the library, and then click the Data
Warehousing and Business Intelligence link.

For information about Oracle Data Mining, go to Oracle Data Mining on Oracle
Technology Network. From this page you can find information about Oracle Data
Mining, documentation, downloads, forums, blogs, and other useful information.



http://st-doc.us.oracle.com/11/111/datamine.111/b28129/toc.htm
http://st-doc.us.oracle.com/11/111/datamine.111/b28130/toc.htm
http://www.oracle.com/pls/db111/homepage
http://www.oracle.com/pls/db111/homepage
http://www.oracle.com/technology/products/bi/odm/index.html
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